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1. INTRODUCTION 
Architecture reverse engineering is an approach for analyzing a system to identify its components, their 
interrelationship and create representations of the system in another simplified form or a higher level of 
abstraction [1, 2]. Architecture reverse engineering can also be explained as identifying the architectural 
contents of a system that are deviated from its planned architecture [3], or its architecture is never 
documented at all. There are several reasons for this deviation, for instance, the system was easy to 
develop at the early stages; therefore, no one was bothered to document architecture during further 
development and maintenance, the architecture documentation was considered a time-consuming 
activity, there exists an architecture document, but it was not updated with the upcoming changes of the 
system. Due to these reasons, the system source code becomes the only source to understand the system's 
major components and dependencies, design information, and quality aspects that different stakeholders 
require. The term code decay [3-5] is used if source code mismatches documented or planned 
architecture. The term architecture degeneration [6] is also used for systems in which actual architecture 
mismatches the planned architecture. Parnas [7] uses the term software aging for degraded system 
design and increased complexity. Once the system goes through many years of development activities, it
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ABSTRACT
 Architecture reverse engineering is an approach to reproduce architectural contents once an application 

has deviated from its planned architecture. Unassisted understandings of an application by an individual, 

interviewing a person knowing the subject system, and computer-aided tools are few approaches that 

produce architectural contents from a decayed software application. The former two approaches are 

helpful when there is an individual in the organization who can understand the software application. 

Worst comes when computer-aided tools remain the only way to produce architectural contents from an 

application's source code. This research aims to identify architectural contents that industrial 

practitioners reproduce through reverse engineering, finding out the users of identified architectural 

contents and how the existing tools help in meeting industrial practitioners' needs. To achieve the 

research objectives, a qualitative study was performed by choosing a homogenous sampling approach 

from the organizations where software applications were under gradual development for many years. 

Semi-structured interviews were conducted, and a coding approach was used to find out themes from 

transcribed data. We identified different architectural contents that practitioners produce from source 

code. Our findings show that practitioners use reverse engineering tools to produce architectural content 

from an application's source code. However, there are some architectural contents that practitioners 

need to reverse engineer, but no available tool produces those contents. The reverse engineering tools 

produce a wide range of architectural contents from source code but, contents visualization as required 

by practitioners is a challenge that needs to be addressed. 

Keywords: software architecture, reverse engineering, code decay, architecture recovery 
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tends to be complex, poorly structured and has little or no documentation. The system becomes hard to 
understand; any new decision becomes hard to undertake as it requires paying the extra cost of 
development and testing to ensure that new functionalities are added without placing any new problem. 
Architecture reverse engineering is helpful in this regard, as it recovers some valid architectural contents 
of the system. 

There are some tools that can reproduce architecture contents from source code information. However, it 
is important to know that produced architectural contents and their representations are acceptable for 
industrial practitioners who use reverse engineering tools. To address this challenge, the high-level goal 
of this research is to: 

Ÿ Find out architectural contents that industrial practitioners need to produce from source code. 

To meet the high-level goal of the research, we have set the following objectives: 
• To find architectural contents that industrial practitioners reproduce from source code 
• To find users of reproduced architectural contents 
• To know how existing tools help reproduce required architectural contents? 

To meet the first two research objectives, a qualitative study was performed where practitioners are 
interviewed to know about: how and what architecture contents they produce from source code? What is 
their aspiration from reverse engineering tools? In order to meet our third research objective, existing 
vendor tools were studied, and then their features were compared with survey results. Our finding 
showed that existing reverse engineering tools produce various architecture contents from source code 
information; however, there were architecture contents that need to be produced, yet none of the existing 
tools produce these contents from source code. 

The remaining of this paper is organized as follows: Section II discusses existing tools. The research 
methodology is described in section III. Section IV reports our findings from a qualitative survey, and 
section V concludes the work done and future direction. 

2. EXISTING TOOLS 
There are many standalone tools and plug-ins for major IDEs that recover architecture from application 
source code. These tools help improve comprehension of source code, check code quality against quality 
metrics, delta analysis to show the difference between two versions of the code, and code compliance to 
enforce architecture design decisions on code. Among earlier reverse engineering tools, Wong et al. [8] 
propose Rigi, a tool that produces flow graphs from application source code. The flow graph presents 
functions, functions calls, and data accesses. The produced flow graph can be much more detailed, 
depending upon several function calls in the application source code. To minimize the flow graph's noise 
or complexity, Rigi uses the cluster and filtering [3] technique. Through this technique, a user can group 
low-level entities (function calls) into high-level entities to obtain an abstract model that meets the user's 
reverse engineering goal. Rigi is a freeware with its source code, and pre-compiled downloads are 
available on their official website [9]. Rigi comes with extensive learning resources, user manuals, and 
sample programs of increasing complexity, demonstrating how Rigi can reverse-engineer software 
systems. 

Systa et al. [10] propose Shimba, a prototype reverse engineering tool that is designed to understand java 
source code. Shimba analyzes java byte code and visualizes a subject system's static and dynamic
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components by customizing Rigi. These components include classes, interfaces, methods, constructors, 
variables, static initialization blocks, return types, and visibility. It also extracts relationship components 
from java byte code such as extension, implementation, containments, method call, and assignment. 
These extracted components can be visualized using Rigi dependency graphs. Shimba creates a 
sequence and state-chart diagrams from extracted components to visualize dynamic aspects of the 
subject system. A sequence diagram helps understand the relationships among different objects, whereas 
a state-chart diagram helps to understand the overall behavior of certain key objects. Shimba supports 
the model slicing technique, through which a user can filter out unnecessary details from the dynamic 
models to focus on particular parts of the target system. 

Imagix4D [11] is a reverse engineering tool that helps software developers to understand, document, and 
improve complex, third-party, and legacy source code. Imagix4D analyzes source code and produces 
different abstract views of the system, such as subsystem architecture (well-segmented subsystems with 
cleanly specified interfaces), package diagram, class diagram, functions, and variables dependencies 
control flow graphs. The tool also assesses analyzed code over a hundred different quality metrics to 
ensure that the software meets planned development criteria and determines where to focus testing 
efforts. Its delta analysis feature helps in visually reviewing the structural differences between different 
versions of the code. Imagix4D is available with the latest stable release since 2019, and it also has a rich 
user manual and technical support document. 

Sangal et al. [12] propose Lattix [13], a static analysis tool that reverse-engineers architecture from an 
application's source code. Architecture contents, reverse engineered by the tool, can be viewed in the 
form of graphs (lines and boxes) or dependency structure matrix (DSM). DSM is a simple, compact, and 
visual representation of system components (classes, packages) in the form of rows and columns. Like 
Rigi, the DSM feature of Lattix helps filter low-level architecture contents and create clusters to make a 
more abstract view of the system architecture. Lattix facilitates code compliance with existing 
architecture by providing rules-based architecture enforcement features that enable the architect to 
define design rules and restrict the development team from violating those rules during the development 
phase. 

NDepend [14] is a static analysis tool that explores existing architecture from C# and Visual Basic code. 
Like Lattix, NDepend presents architecture details in the form of DSM that helps filter low-level 
components to visualize the high-level architecture of the system. In addition to DSM, the initially 
explored architecture can also be filtered with the help of a query language called CQLink. Through 
CQLink, a user can query for specific elements from the model by hiding other elements of the model, 
which helps a user to define his/her own way of presenting a lightweight architecture of the system. Like 
Lattix, NDepend provides rules-based architecture enforcement features that help its user define design 
rules and then restrict developers from violation during release and eventually, before committing to 
source control. NDepend comes with a compare build feature that can graphically visualize what has 
been changed between two versions of the code. 

BOUML [15] recovers UML diagrams from Java, PHP, C++, and Python source code. Along with 
generating UML models from the source mentioned above code, it also generates XML Metadata 
Interchange (XMI) that can be used by any other model generator tool to extract a model from XMI. This 
XMI file can also help generate diagrams other than UML and thus make it convenient to develop their 
own models for the representation of architectural contents.  
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There are many plug-ins for eclipse IDE that visualize architectural details from Java source code. UML-
Lab [16] supports round trip engineering, i.e., reverse engineering architecture from source code and 
generating code from architectural diagrams. The tool presents architecture by the UML class diagram, 
whereas it also facilitates creating customized models with the help of UML profiling. Another similar 
tool is ObjectAid [17] that creates a UML sequence and class diagram from Java source code. The tool 
helps automatic synchronization between code and diagrams. Any changes in the code are automatically 
reflected in the diagram without executing the model generation process again. AgileJ [18] creates a 
class diagram reverse-engineered from Java source code. Since generated diagrams can be cluttered; 
therefore, the tool also provides filtering ability to reduce the noise in the presented information. 
MaintainJ [19] visualizes a static view from java source code with the help of a class diagram. In order to 
visualize a dynamic view, the tool analyzes the program call stack and presents stack traces by a UML 
sequence diagram. The tool can also visualize a call stack between two applications when running on 
two different Java virtual machines. For example, when an application calls a service (running on 
different JVM), the call flow across JVMs can be shown by a single sequence diagram. ModelGoon [20] 
visualizes component dependency by reverse engineering Java source code into package and class 
diagram. The tool also produces a sequence and collaboration diagram to present a dynamic behavior of 
a selected codebase. Diver [21, 22] is a code analyzer that records traces of running programs and 
visualizes a sequence diagram of captured traces. It also helps the user to explore the code from a 
sequence diagram to gain the same perspective from the code that a user understands from a sequence 
diagram. 

We found a large number of reverse engineering tools that produce architectural content from an 
application source code. Tools come with various static and dynamic models to facilitate users of the tool 
with a wide range of information. In the presence of diverse reverse engineering tools, it is important to 
know about practitioners' needs and challenges that they face while reverse engineering architecture 
contents from application source code 
3. METHODS 
We have chosen a qualitative research method and conducted interviews to gather focused, in-depth, and 
qualitative textual data from respondents. The research process started by formulating the research 
objective as described in Section I. Following the research objective, a vendor study was performed to 
understand existing reverse engineering tools and their features, as described in section II. We then 
selected the study sample, conducted interviews, and executed a qualitative coding process described in 
subsections A, B, and C. 

A. Study Sampling 
We have used a homogeneous sampling [23] approach, which can be described as "gathering people in a 
similar situation with a similar background". The rationale behind homogeneous sample was to select 
only those organizations where software product has undergone few years of development practices. 
During this time, the application has reached a certain level of complexity, and practitioners tried reverse 
engineering during the development process. While searching for the required sample, we found the 
following similar situations with our respondents: 

1) Product time in the market: The first common aspect of all respondent companies was their long 
product life in the market. As described in Fig. 1, the minimum product life is seven years, whereas the 
maximum product life is seventeen years. Respondents told us that a significant amount of code was 
written years ago. Due to this, developers who have written that code hardly memorizes it. New
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developers who have joined the team find it difficult to understand the code without their colleagues' 
assistance. The worst comes when old developers have left the company, and new developers try to 
understand the code with unaided browsing. 

ISSN 2210-142X

Fig. 1 Products time in the market 

2) Team size: The second common aspect among respondent companies was their team size. Fig. 2 
describes team size, which ranged from 65 members to 180 members, and it included: developers, 
quality assurance (QA) engineers, technical support team, architects, team leads, technical report 
writers, and company's high-ups who may also be non-technical personals. Respondents told us that 
there are varying interests of team members which depended upon their role. We have thoroughly 
discussed those interests in our findings. For instance, if two development groups worked concurrently 
on different tasks, they must know about execution flow, input and output of developed components, and 
code organization. It was not feasible to assist other groups with developed code, especially when there 
were rapid release cycles. 

Fig. 2 Team Size with respect to the number of people 

3) Product size: The third common aspect among respondent organizations was lines of code (LOC). As 
described in Fig. 3, the code size ranged from 0.8 million LOC to 4.0 million LOC. As mentioned by 
respondents, having a huge code has several challenges: it is difficult to understand, communicate, and 
properly document it. 



International Journal of Computing and Digital Systems (IJCDS)   (Volume- 12, Issue - 01, January - April 2023)                                Page No - 6

ISSN 2210-142X

Fig. 3 Product size with respect to lines of code 

B. Interview and Data Collection 
The interviewer visited each respondent in person for an interview session, and data were recorded in 
audio and hand-written form. Follow-up interviews were conducted in order to confirm and clarify data 
where required. Our in-depth interview had many questions for each respondent; however, we planned 
some starting questions for each interview. For instance: 

1) What are the architectural contents that you reproduce from the source code? 
2) Who are users of reproduced architecture content? 
3) How are existing tools helpful in reproducing required architectural contents? 

Each interview lasted from 40 to 60 minutes, and data were transcribed on paper or audio form after 
having the respondent's consent. We have also conducted four follow-up interviews with four 
respondents after having confusion in transcribed data. Data were transcribed and then analyzed to find 
common patterns and to place forward general observation. 

C. Quilatative Coding Process 

1) Content Analysis: We have selected conceptual analysis as a content analysis approach, i.e., the 
focus was on the existence of concepts and frequency of occurrence of those concepts. According to 
Carley [1], several steps must be followed before conducting the content analysis. TABLE I briefly 
describes those steps, along with the decision taken by the author at each step. At the end of the analysis, 
reverse engineering practices were categorized, and they were used to find major architectural contents 
produced by the practitioners from source code and stakeholders of those architectural contents. 

TABLE I STEPS FOR CONDUCTING CONTENT ANALYSIS [1] 
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2) Identifying Codes: Coding as a method of organizing transcribed data is widely used in qualitative 
research [1, 2]. We have chosen a top-down coding approach (aka theoretical coding approach) through 
which we just code those concepts that were relevant to our concerns as expressed in research questions. 
The coding task was executed by two researchers where one researcher identified codes from transcribed 
data and the other reviewed the codes to omit chances of errors. While highlighting codes, we have 
adopted the Boyatzis[3] approach in which a researcher briefly describes coded concepts and how a 
researcher highlights codes from transcribed data and the corresponding excerpt of transcribed data. The 
coding process was stopped after few iterations, and identified concepts were: sequencing GUI snippets, 
configuration details, roles, and access control, static and dynamic execution flow, APIs with required 
and provided services, code annotation, modules re-organization, visualization of ERD, data tables, and 
data rows presentation. Once codes were identified, then they were organized into themes as described in 
Fig. 4. 

3). Themes: Themes are outlines (also known as patterns) that group together common codes to address 
research questions [2]. Once gone through codes, we observed some obvious themes that emerged, and 
codes fit into them. For example, some frequent codes such as user stories, code snippets, and GUI 
snippets are grouped to set up a Scenarios theme. We identified a total of five themes at the end of this 
process and described them in Fig. 4. Themes are user stories, program execution flow, service APIs, 
code organization, and database view. Each theme further contained a sub-theme as described by 
rounded corner boxes in Fig. 4. For example, static and dynamic execution flow practices are 
categorized into a theme which is named program execution flow. Service APIs consolidate all practices 
where practitioners try to produce service details from the codebase. The database view contains 
practices: ERD generation from database schema, table's view and associations, and finding redundant 
tables and fields. User Stories consolidates sequencing GUI snippets, configuration details, and access 
control policies. Codebase organization practice consolidates code annotation and modules re-
organization. 
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Fig. 4 Thematic Map to Present Architectural Contents that Practitioners Produce from Source 
Code 

4. FINDINGS 
To answer our first research question, TABLE II describes architectural contents, challenges faced by 
practitioners to produce those contents, and strategies adopted by industrial practitioners to generate 
these contents. The following section describes what respondents demanded under each architectural 
content. 

1) Program Execution Flow: Program execution flow describes exaction sequence, either control flow 
or data flow, once the system receives input. We observed that all respondents were reproducing program 
execution flow details from the application source code. 

For instance, one of our respondents mentioned that 'We document screenshot of GUI and back-end code 
because our fellow developers need them to understand program execution flow by GUI snippets with 
code behind'. After asking about this activity's practice, the respondent mentioned recording input events 
and execution flow (both code and GUI screens) against that input event. Team members used this 
execution sequence to understand the execution sequence with no or minimum assistance from other 
fellows. Respondent also mentioned that sometimes they had to demonstrate an application to high-ups 
(not from the IT domain) of the company. With the help of this document, the high-ups understood how 
their aspirations are realized in a developed system. Another respondent mentioned that; 'program 
execution flows are maintained with the help of boxes and arrows to assist team members' and 'execution 
flows in the business layer are important for us, and we document it from code'. This respondent showed 
the same intent as the previous one, i.e., helping developers understand program execution flow against 
the input event without any assistance and communicating work done with high-ups. From the content 
analysis, we observed that screenshots of GUI and code and lines and boxes diagrams were two common
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approaches by respondents to capture execution flow details. Since respondents were capturing system-
wide execution sequence instead of a particular input event, therefore, we attributed this activity as static 
execution flow details of the program. 

Respondents also showed their interest in extracting dynamic execution flow information from program 
source code. For instance, a respondent mentioned that 'We maintain a log of program execution traces to 
find the exact point where fault exists'. Another respondent mentioned that 'We record input data and 
execution sequence to observe where does fault exist'. When we asked about the purpose, respondents 
mentioned that they mostly failed to reproduce the client's reported bugs. Therefore, they have 
developed a tool that logs client-side configurations, input events, and failure occurrences. Once 
received a log, then another version of the tool is used on the developer end, which sets the same 
configuration, provides input data, and records code execution sequence to reach fault position. Another 
respondent followed the same practice by mentioning that 'we have an in-house developed tool that 
records input events and program execution trace against event'. It helps them to figure out specific input 
events that caused failure and program execution trace until failure occurs. Since respondents were 
recording execution sequences for a particular input(s), therefore, we attributed this activity as dynamic 
execution flow details of the program. 

TABLE II ARCHITECTURAL CONTENTS REVERSE ENGINEERED BY 
PRACTITIONERS 
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2) Service APIs: Services APIs refer to services that an application provides in the form of web services. 
Analysis of respondent's data showed that respondents were documenting API details which purpose 
was manifold. 

For example, one of our respondents stated that 'we maintain List of API, with their purpose, input and 
output'. After asking about this activity's practice, the respondent mentioned that they were maintaining 
API details in a spreadsheet to let new developers understand the purpose of an API and input data that 
APIs take and output data that it produces. Another respondent mentioned that they 'frequently 
document the purpose of an API, with input and output'. While asking about the purpose, the respondent 
mentioned that their testing team required APIs details to implement or modify unit tests to validate 
those APIs. Since the development team frequently changed those services, they were required to re-
document the purpose of APIs, inputs taken, and output. Some other respondents were annotating APIs 
details in a codebase, and they were using integrated utilities with IDE to produce API details. 

3) Database View: Database view refers to entity types, entity fields, and relation and type of 
relationships among entities. 

We found many respondents were reproducing high-level models from the developed database schema. 
As described in TABLE II, one of our respondents mentioned that 'database schema evolves with time. It 
became hard to work on report generation, adding new records, and understanding the entire schema, 
especially by new team members. One of our respondents mentioned that 'We have developed an in-
house tool named *** that takes a table name as input and displays all associated tables'. After asking for 
purpose, the respondent said they had planned to write a short and optimal query for report generation. 
For a particular table, the tool helped them list down table fields, a relation of a selected table with other 
tables based on its primary key, relation with other tables on a foreign key that it possessed. Another 
respondent mentioned that 'we revise our databases to find out common fields across tables'. The 
respondent told us that their database schema grew with time and, even after careful development, some 
data fields become redundant across multiple tables. Thus, they had to revise the entire schema to find 
redundant fields in the database schema. We also found many other respondents showing their aspiration 
to reproduce entity-relationship Diagram (ERD) from a database schema. For instance, a respondent 
mentioned that: 'our team like to have a tool that could be connected to the database, and it produces 
ERD', 'I would like to have a diagram which would help me in explaining the DB to my fellows' and 
'ERD generator from schema would be helpful tool'. Instead of spending time on ERD design, 
practitioners spent time developing database schema and report generations. The schema started 
growing with gradual development activities, and then, a lightweight representation like ERD was 
required to understand and discuss the database with fellows. 

4) User Stories: We found eight out of twelve respondents tried to produce user stories from application 
source code. 

One of our respondents expressed the challenge as the 'QA team is unable to manage their work due to a 
lack of knowledge about interfaces and APIs. We, therefore, work with the development team to 
reproduce user stories. Respondents were using different tactics to reproduce user stories. For instance, a 
respondent mentioned that: 'for each use case, we document sequence of GUI snippets and back-end 
code'. Another respondent mentioned that 'we communicate with the client on email and give them 
demos based on the system's GUI screenshots. Sequencing GUI snippets of an application was more
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convenient than any other way to communicate and document user stories. In addition to the GUI 
sequence, some respondents were found to document the configuration details (environment setup) 
required before starting the user story. Examples of configuration details, as mentioned by respondents, 
were: configuring endpoints in distributed systems, loading data to memory, services availability, etc. 
The third important aspect that respondents were documenting was roles and access control policies that 
helped them to reserve information about different users' roles and authorizations with each role. 

5) Code Organization: Code organization refers to re-modularizing code, annotating existing code, and 
identifying reusable components from the codebase. 

Once code undergoes a few years of development, it becomes complex and hinders new developers' 
ability to understand it easily. For instance, a respondent mentioned that 'after gradual development, 
some code segments become complex and contain reusable chunks…'. Therefore, they were inspecting 
existing code to find out redundant components and code complexity that raised due to continuous 
development. Another respondent mentioned that 'It mostly happens that the developer didn't bother to 
annotate comments on code or comments are vague, such situation becomes very problematic to other 
developers'. While explaining the statement, the respondent mentioned that sometimes it becomes 
difficult to understand and modify the code script written years ago. Therefore, they execute an activity 
to annotate, explain code scripts, and map code with specification documents. Doing so helps new 
developers to understand the code and further work on it. Another respondent mentioned that 'we were 
having a tangled code of different features. So, we identified tangled code, modularized the codebase, 
and defined a kind of sub-MVC project within a large project'. The respondent mentioned that they had 
violated design rules during gradual development for few years. Thus, code becomes complex, and re-
modularization was the only solution. Now, any new development requires peer review by experienced 
developers to avoid design violations. The same situation was faced by another respondent who 
mentioned that 'we were reviewing 5 years old testing application because test cases about different 
features of an application were tangled among different test suites. Therefore, their team revised an 
application to segregate tangled test cases into their appropriate test suites. 

TABLE III USERS OF PRODUCED ARCHITECTURE CONTENTS 

B. Who are users of reproduced architectural contents? 
Since users of architectural contents are actual stakeholders and therefore, it is important to know about 
users of reproduced architectural contents. From the content analysis, we observed that major users of 
architectural contents are the development and testing team. In addition to that, organization high-ups 
(who also have non-technical personals) and end-users also have an interest in produced architecture
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content. Table III describes architectural contents reproduced from source code, users of reproduced 
architectural contents, and purpose/goal that the user wants to achieve after having required architectural 
contents. 

C. How are Existing Tools Helpful in Reproducing Required Architectural Contents? 
Although existing tools reproduce various architectural contents from source code, however, there are 
practitioners' needs to be addressed or gap to be fulfilled by existing tools. In the following section, we 
describe features of tools conformance to practitioners' requirements, future work or opportunities for 
vendors of reverse engineering tools, and limitations in the selection, adoption, and use of existing 
reverse engineering tools. 

1) Existing Reverse Engineering Tools That Meet Needs of Industrial Practitioners: We observed 
that most reverse engineering tools focus on producing execution flow from the source code of an 
application. Function dependencies [8], activity flow, dependency graphs [10, 11, 13, 20], sequence 
diagram [10, 11, 15, 16, 27], and flow graph [8, 13, 14] are kind of execution flow details which are 
reproduced by existing reverse engineering tools. We found that our respondents were also reproducing 
execution flow details from source code, and thus this feature of existing tools has a high tendency 
toward respondents' aspirations. 

One of the respondent's aspirations from reverse engineering tools was to produce ERD from a database 
schema. There are database reverse engineering tools such as SchemaCrawler [28], MySQL Workbench 
[29], and SQLDatabaseStudio [30] are a few to name. SchemaCrawler is an open-source database 
schema discovery and comprehension tool that allows generating diagrams from SQL code. MySQL 
Workbench generates ERD from a physical schema that a user can use to understand, update and push 
back changes to the schema through forwarding engineering. 

Our respondents also expressed their need for producing services APIs details from the source code of an 
application. There are integrated development environments (IDE) that provide a view of services by 
displaying service title, purpose, and contract (input data and output). 

Two important respondents' aspirations, i.e., tools to work as a plug-in with IDE and produce 
architectural contents in their desired format, can make these tools useful for industrial practitioners. 

2) Future Work for Reverse Engineering Tools to Address Needs of Industrial Practitioners: Our 
respondents talked about some architectural contents and were also reproducing them from source code, 
yet current reverse engineering tools do not reproduce these contents. In the context of database view, 
our respondents were interested in viewing individual table details: table fields, meta-data, relation to 
and from one table to another based on the primary and foreign key. Similarly, respondents were 
interested in examining database schema to highlight redundant table fields which were added due to 
gradual schema development by different developers. Although there are different database reverse 
engineering tools, none of them were found to address these specific concerns. Developing a reverse 
engineering tool that could address these concerns can be possible future work for tool developers. 

Some of our respondents have developed tools to capture input system events with input data (if 
available) and runtime execution flow against the event. Respondents were also capturing GUI and code 
snippets to document execution flows. Tools are still required to address this challenge. Respondents
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have also expressed their aspiration that such tools need to work as a plug-in with IDE rather than to 
migrate the entire code to some new environment. 

Respondents were producing system usage scenarios from source code information. They were 
capturing screenshots along with back-end code snippets. The purpose of these scenarios was to 
maintain the technical documentation for their clients, helping their developers understand system usage 
by observing the GUI sequence and back-end code against each GUI frame. Practitioners were also 
reproducing user stories in the form of sketches and natural language expressions to let non-technical 
people in the organization understand the purpose of the system. We didn't find any reverse engineering 
tool that produces user story details from source code information. We believe that developing such a 
scenario generator tool could have potential use for practitioners. 

Our respondents were inspecting the existing codebase to highlight complex code segments due to 
gradual development activities and code evolution. Tools are required to reorganize complex code by 
identifying reusable code segments. Our respondents mentioned that they comment on top of code 
segments, i.e., application code and stored procedures. The objective was to let other people in the team 
understand the purpose of the code easily. Although it was recommended for each developer to keep 
working on this activity while developing code, they still have to repeat these tasks months after 
development. Reverse engineering tools that could help practitioners in producing such documents 
could have potential use for practitioners. 

Similarly, respondents were found inspecting existing code to identify tangled code, complex code 
bocks, and non-reachable code. Such complexities appeared due to gradual development and code 
evolution by multiple developers and a developer's premature decision at the early stages of 
development. Due to these and many other reasons, the code becomes messy and complex and hence, 
needs to be further modularized. Tools can be developed that could help the development team to 
highlight code complexities during or after development. 

3) Limitations in the Selection, Adoption, and Use of Existing Reverse Engineering Tools: Apart 
from the architectural contents that current reverse engineering tools reproduce, some other factors 
influence selection, adoption, and use of reverse engineering tools. We observed that development teams 
were reluctant to use any off-the-shelf reverse engineering tool unless there is no other way to reproduce 
architecture contents from source code. The development teams were willing to put effort into unaided 
browsing or to contact knowledgeable persons rather than exporting code to any reverse engineering tool 
to produce architecture contents. We suggest that future reverse engineering tools be pluggable with the 
integrated development environment (IDE) to let practitioners produce architecture content without 
exporting their code. 

Existing reverse engineering tools provide an abstract and lightweight representation of the system 
either by using UML (accepted as de-facto standard) or tools' own modeling notations. Such models 
would have good empirical results on the system's understandability in a closed environment; however, 
after analyzing respondents' data, we found that respondents are reluctant to use any modeling notations 
or language that requires expertise to use. As one of our respondents mentioned that "architectural 
contents are reverse engineered from code, but we do not draw UML diagrams". Similarly, another 
respondent mentioned that "we sketch lines and boxes to document execution flow". Respondents were 
drawing sketches (having their own notations) on board or paper, and then they were made part of the
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document. We suggest that tools shall enable users to define their modeling notations, maybe because 
users are already using these notations in their organizations. 

We observed that existing reverse engineering tools produce abstract and lightweight models of the 
system such as data flow diagrams, package diagrams, class diagrams, etc. These models would be 
having a high impact on understandability and communication at the early stages of development when 
code is not developed. However, once an application is developed, these models may not be sufficient for 
developers to understand the developed system. Once code is available, then the most desirable model 
for understanding the system is code itself. As our respondents mentioned that, 'execution flows are 
maintained with the help of code, and GUI snippets,' and 'code is reorganized by inspection of code itself' 
etc. therefore, we suggest that any reverse engineering tool to be developed in the future should provide 
close resemblance with code for the ease of users. 

5. VALIDITY THREATS 
This research aimed to identify architectural contents that industrial practitioners use to produce from 
source code and their expectations from automated tools to produce these contents from source code. To 
identify the automated tools and the architectural contents, we performed a literature review. Digital 
libraries like google scholar, IEEE, ACM, Spring link, etc., as well as some grey literature, were 
searched for our research purpose. However, there is a chance that we missed some tools due to their 
unavailability in these libraries. Also, as we included the tools and architectural contents in the English 
language, therefore, we might have missed some literature that might be available in some languages 
other than English. 

We selected 12 interviewees from different organizations with different expertise, experience, and job 
responsibilities for our study. Since all these individuals have international projects, thus all of them 
have experience with a multicultural environment. Therefore, our interview supports the generalization 
of the result. 

Another validity threat to the study was the language barrier as all interviewees have different first 
languages. This issue was addressed by conducting the English language interview since all 
interviewees were proficient in the English language. However, there may still be a chance of 
misinterpretation of some sentences. 

Before the start of the interview, all the interviewees were briefed about the interview process and their 
responsibilities, along with the general terminologies. Thus, before starting the actual interview, all the 
interviewees and interviewers were on the same page in all these aspects. 

6. CONCLUSION 
In this research, our efforts were to identify architectural contents that industrial practitioners use to 
produce from source code, and they also expect automated tools to produce these contents from source 
code. To meet this goal, we have set our objective as: identify architecture contents that practitioners 
reproduce from source code, identify users of produced architectural contents, and find out how existing 
tools help meet the needs of industrial practitioners. To meet our first two research objectives, a 
qualitative study is performed to select respondents from a homogeneous group. Respondents had 
experienced producing architecture contents from source code when code had become complex due to 
continuous development from the last few years. From our analysis, we found that major contents that
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practitioners produce are: user stories, database views, execution flow, Program APIs, and code 
organization. We found that major stakeholders of produced architectural content are the development 
team, testing team, organizational high-ups, and end-users. To address our third research objective, we 
have studied existing tools and presented their purpose, input artifacts that tools take, and output models 
that they produce. Then, we compared the tools feature set with our analysis results. We also found 
architectural contents that existing reverse engineering tools produce, and they are also expected by 
industrial practitioners, such as program execution flow, ERD from the database schema, etc. However, 
practitioners require various other architectural contents, but existing tools do not support them. We also 
observed that existing reverse engineering tools provide architectural contents in modeling notations 
that are either UML or vendor's defined notations. However, a tool must be flexible in letting its users 
define their own notations convenient for them to understand easily. It must also be considered that 
merely providing modeling notations to present high-level design or architecture may not be sufficient 
for users to understand the system. Once there is code in hand, then the high-level design may also 
include (or at least provide a mapping to) the code because the codebase is much familiar stuff for 
practitioners once an application is developed. Any reverse engineering tool to be developed in the 
future may also focus on practitioners' ease in the development environment. As we stated in the 
previous section, practitioners are reluctant to export their code to any off-the-shelf tool to reverse 
engineer architectural content. A tool that could be integrated with IDE could be having various 
advantages to practitioners such as the ease with respect to use and efforts. 
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1. INTRODUCTION
Social networking platforms like Twitter, Facebook, Instagram, and WhatsApp, etc., are widely used by 
billions of people to interact with each other. Through these platforms, people show their views on the 
post by sharing, liking, replying to those posts. Also unauthentic, toxic contents, rumors, fake contents, 
abusive contents, etc., are also shared on social platforms that eventually affects the human mind and 
divert them from the society [9] [23] [24]. Such contents or post increases negativity and criminal 
activities in the society. Text, images, videos, and speech contents are widely used on these platforms in 
different languages. In this review, we are focusing on text and speech contents because of its wide 
availability in the literature, and mostly contents are circulated in text and speech form in the social 
media. Social media platforms provide the facility of language plurality, by using these options users can 
send their message or post in their languages [5] [21]. 

Analysis of the contents, such as syntax, sentiment, and semantic analysis with huge sparse data pose 
challenge towards the researchers. There are several models which are present in the literature that 
perform analysis of different languages and different forms of data. N-gram language model is used to 
identify language features like spell correction, speech recognition, next word suggestion, text 
summarization, etc. [9] [16]. Misinformation is spread on social media to create confusions among
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people as well as they have harmful consequences. Stopping these rumors and misinformation to spread 
is the biggest problem that researchers are facing. It takes only a second for the public to share the 
information but validating the information is necessary else it will have the negative impact. Celebrity 
death rumor, chain mails, falsities about the Social Network,  etc., are the examples of the unauthentic 
news [5].

In the current scenario the novel Corona virus which firstly emerged in the Wuhan city of China in 
December 2019 is continuing to infect people across all countries. This corona virus (Covid19) has 
become the biggest threat to all the countries. World Health Organization (WHO) and the leaders of the 
countries are communicating with their public and doing awareness programs through social platforms. 
In between this, fake news and rumors are also being spread continuously through social platforms and 
impacting the society greatly. For example, a rumor on the 14th and 15th march of 2020 started getting 
viral by Americans that "martial law is coming". This message was hard to stop or even trace. Due to this 
misleading information viral on social media, the U.S. politician Sen Marco Rubio, R-Fla tweeted and 
debunked this rumor. Normally, Indian people get daily messages regarding health topics and are 
receiving more messages in this Corona pandemic. Such type of messages is not sent after fact-checking 
and those messages impact on people's habits and lifestyle. Some organization works for debunking or 
destroying such rumors, unauthentic messages, or post by fact-checking. The Indian government also 
launched a help desk MyGov Corona for awareness about the Coronavirus pandemic and tackles social 
media services of spreading misinformation.

Social media have contributed a lot to society in the modern era and through which society can share 
their information and news on public platforms. Many social, educational, governments, and private 
organizations deliver their messages or news to people through social media. As many people have 
benefited from social media, they also suffered a lot. Different types of content shared on social 
networking website which is very harmful and can divert people in the wrong direction. Many 
researchers have explained the side effects caused by such content in their researches. In this sequence, 
unauthentic, misuse, toxic, rumors, negative, fake, domestic violation, illicit drug, abuse, extremist, 
cyber bullying, etc., contents can affect human minds as well as divert people from the society. 
Following are the social impacts because of social media:

Ÿ Rumor: Social media have some harmful, unusual, fake, unauthentic contents which are known as 
Rumors. Rumor is shared to misguide the people. A rumor is propagating to damage the reputation of 
persons or an organization. Without verification, rumor reaches thousands of people immediately and 
causes serious damage.

Ÿ Domestic Violence: It is a very critical issue and harmful to society. The victim sometimes shares their 
story or health issues on social media. In current years, domestic violence crisis support organizations 
are very much active on social media and serve support to them.

Ÿ Abusing Contents: Abusing content is also posted on social media. The effects of such content are on 
the psychology of teenagers and also it demoralizes them.

Ÿ Extremist Contents: Jihadist propaganda is spread on social media by extremist organizations and 
they spread their propaganda to mislead the people and for recruits.
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Ÿ Cyber Bullying: It includes sharing negative, false and harmful messages on social media about 
someone else causing humiliation and embarrassment them.

Ÿ Toxic Content: The presence of toxic content has become a major problem for many online 
communities. It includes racism, sexual predation, and other negative behaviors that are not tolerated in 
society.

Ÿ Illicit Drug: In current. Social media has become a popular platform to offering new drugs and alcohol 
to Youngers and teenagers. 

Social media content analysis is very important to stop the rumors and false information. For this, 
Natural Language Processing (NLP) is used which helps in linguistic text analysis. The linguistic text 
analysis can read the text of the different languages. In the NLP process, it is required to convert words 
into numbers or vectors so; word embedding methods are used to convert words and phrases into vectors. 
In recent years, word embedding shows boom in the performances of text analysis tasks. tf-idf, 
Word2Vec, Doc2Vec, and GloVe models of word embedding are widely used for vector representation 
of words and phrases. An NLP language method that is n-gram is used to solve the problem of language 
identification from social media contents. In recent years, machine learning algorithms are also used to 
identify the patterns from the text and help to classify the social media contents. The supervised machine 
learning methods (Decision Tree, Logistic Regression, SVM, Na・ e Bayes, KNN) are being 
successfully used for the classification of social media content [9] [13] [18]. In this context, deep 
learning architectures are also being applied in the field of text analysis, NLP, speech recognition, image 
processing, etc. Apart from this, RNN, LSTM, BLSTM, GRU, CNN are different methods which are 
used for text and image analysis [2] [11] [17].

The further paper is organized are: Section 2.0 presents the related works. Section 3.0 presents the 
methodologies of text analysis. Section 4.0 presents the comparative study of different social media 
problems. 5.0 presents the experiment evaluation and results analysis of deep learning text classification 
model. Section 6.0 presents the analysis and discussions of different social media problems and Section 
7.0 concludes the paper and presents the future scope of the research work.

2. LITERATURE REVIEW
There are lots of content in the social media platforms in the form of text, videos, images, etc. These 
platforms provide service-specific applications which are governed by some organizations. Social 
media facilitated the growth of online social networks by connecting people of similar interests. People 
hold both kinds of sentiments; positive and negative. Social media content has the text of semantic and 
sentiment knowledge [11] [17] [18]. These contents have some harmful, unusual, fake, unauthentic 
contents which misguide people. In the literature, there are some APIs available which helps in 
extracting social media post’s content for sentiments and sematic analysis, like Twitter API [12] [18] 
[19], Beautiful Soup [20], and Facebook Graph API [6] [7]. The main focus of current research is social 
media content analysis and to produce authentic content for society. For that researchers are collecting 
information manually from the news articles, Wikipedia entries, site pages, related magazines [13] [18], 
and some are using publically available datasets for research purposes, like movie review dataset [17], 
Twitter Sentiment Corpus [26], Priyo Review [25], Kaggle [9] [15], PHEME [2] etc. 
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In [1] the author proposed a deep learning model which was based on CNN to detect rumors on Twitter 
and prove that the existing state of the art methods requires improvement. In this paper, the authors 
proved that the CNN deep learning architecture obtained more accurate results as compared to existing 
machine learning algorithms. The model was trained on the publically available PHEME dataset. This 
research finds that the tanh activation function provides better accurate results as compared with the 
RELU activation function. Another deep learning model is proposed using RNN classifier for 
classifying tweets into rumors and non-rumors classes [2], and the results are compared with the 
machine learning classifiers. In this paper, the authors trained the model with different features. The first 
model was trained with textual and user characteristics features and traditional machine learning 
classifiers (SVM, KNN, Gradient boosting, and Random forest). The second model was trained with 
applied LSTM deep learning architecture on only tweet text, and the third model was trained with tweet 
text and user metadata features and LSTM deep learning architecture. Second model is performed better 
than the machine learning-based classifier. This research also suggested that the machine learning 
approach is a very time-consuming process and cannot preserve the semantic representation and 
sequential representation of the sentences. This research also suggested that the deep LSTM model 
learns the hidden information from the tweet text which was difficult to learn from the handcrafted 
feature and machine learning features.

In [3] the authors focused on the classification of both rumors and non-rumors features and noticed that 
the classified results detect only from the rumored features, so binary classification not might provide 
beneficial results. To solve this, existing literature deals with only rumored features and suggests a new 
approach which is one class classification classifier with one class feature. Rumored features were 
extracted from already available and detected features of rumors on a social network. In the paper, the 
data trained on seven class classifiers, namely Autoencoder, Gaussian, K-Means, KNN, SVDD, 
OCSVM, and PCA which is applied on two major datasets, namely Zubiagaset and Kwonset. 
Performance of the OCC model was observed by a high level of F1-score.

The approach achieved a 74.30% F1-score for the Zubiagaset dataset and 9398% for Kwonset dataset. In 
another paper a deep learning model is proposed for detecting breaking news, rumors instead of long 
lasting rumors [4]. In this, word vectors were generated from the word embedding model and LSTM-
RNN deep learning approach is applied for identifying the rumors. This study also suggested that a deep 
learning approach with word embedding is performed better than the state of the art method in term of 
precision, recall, and f1 measures. In [5] a model for rumor detection is proposed which is based on the 
RNN deep learning approach for learning hidden knowledge from the posts. Experimental results 
compared with the existing machine learning approach with handcrafted features. In this research, the 
machine learning model trained with a decision tree, SVM, random forest classifiers, and deep learning 
model was trained with tanh-RNN, LSTM, GRU-1, GRU-2. GRU-2 with multiple hidden layers and 
provides better accurate results as compared to different models of deep learning and machine learning 
model. The experimental results have been measured in terms of precision, recall, F1, and accuracy. A 
deep learning model for automatic content categorization in multi classes on online posts was also 
proposed [6], which proves that the deep learning model provides the solution for real-world problems 
over the traditional machine learning techniques. This research provides the results; comparisons 
between word vectors generated by domain-specific word embedding and pretrained word embedding. 
The performances were evaluated with 5 deep learning models, namely RNNs, LSTMs, GRUs, 
BLSTMs, and CNNs. Also, performances were evaluated with machine learning approaches, namely 
SVM, RF, DT, and LR. With GloVe embedding, GRUs and BLSTMs performed the highest with scores
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Ÿof 91:78% and 91: 29%, respectively. Further, researchers has also identified domestic violence 
problems through content [7], shared by victims on social media and some social service organizations 
search these types of content and find the victim to help them. In this model, data was extracted from 
Facebook by using the Facebook Graph API and labeled the data into critical and uncritical posts. 

The model, first accurately evaluated with traditional machine learning models using different ML 
classifiers with different word setting. LR classifier and tf-idf word embedding with stemming of the 
words obtain 90.74% accuracy. In the second evaluation of deep learning, Word2Vec+LSTMs obtain 
93.08% accuracy and Glove+GRUs obtain 94.26% accuracy. In machine learning, evaluation results 
were evaluated with NB, SVM, RF, LR, and DT and in deep learning, evaluation the results were 
evaluated with CNNs, RNNs, LSTMs, GRUs, and BLSTMs classifiers. It is concluded that deep 
learning models achieved better performance results than traditional machine learning models.

A C-BiLSTM (Convolutional Bi-Directional LSTM) deep learning model for automatic identifying 
inappropriate (abuse, rude and discourteous) comments on language is proposed [8], and is applied in the 
real-world language which significantly performs better than both handcrafted feature and pattern-based 
approaches. [9] proposed a machine learning approach for the detection of abusive content on social 
media. In this, the skip-grams feature improved the results as compared to previous approaches.

Cyberbullying incidents in social media platforms are also detected by the deep learning model [10]. In  
this, the model was trained on different publically datasets, namely Wikipedia, Formspring, and Twitter, 
and experimental evaluation is done with four deep neural network models, namely CNN, LSTM, 
BLSTM, and BLSTM with attention. For vector representation of the sentences, word embedding 
models (random, GloVe, and SSWE) was applied. After validating findings from Wikipedia, Twitter, 
and Formspring, the work was expanded on the new YouTube dataset and investigated the performance 
of the models in the new social media platform. The experimental result shows that the DNN model has 
successfully been implemented for all social network platforms and the results also suggest that the 
performance of the DNN model is better than the machine learning model. A machine learning 
classification model is proposed for detecting bullying and aggression posts on Twitter [11]. In this, the 
preprocessing process is applied, like removing stop words, URLs, punctuations, repetitive words, 
stemming, and labeling. For creating word vectors, the Word2Vec model is applied and it detects the 
sentiments using the SentiStrength tool. For classifying the results, J48, LADTree, LMT, NBTree, RF, 
and functional Tree is applied and obtained 90% accuracy to detect bullying and aggression or hate 
speech comments.

Further, literature showcases a deep learning-based sentiment analysis model for classifying the tweets 
into extremist and non-extremist [12]. In this model, after preprocessing of the sentences, the word 
embedding model is applied for vector generation of the words. The dataset was trained with 
LSTM+CNN deep learning network and performance were evaluated in term of accuracy, recall, 
precision, and f-measures. The model accuracy obtained by 92.66% and its performance is better than 
machine learning and other deep learning classifiers. Sentiment analysis and identification of the toxic 
online comment by using the SentiWordNet tool is in focus [15]. In this research, researchers have 
explored various aspects of sentiment detection and their correlation and obtained the results by using a 
toxicity detection tool. A CNN deep learning architecture is also proposed for opinion mining [17]. This 
research mainly focused on sentiment analysis of the movie review. In this process pre-trained 
Word2Vec model was used for vector representation and information gain, the model was trained with
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CNN deep learning architecture and the accuracy of the model was 97.3% which shows the importance 
of the deep learning concepts. A deep neural network model is proposed for automatically identifying a 
subset of webpages and social media content that has extremist content [13]. For dealing with different 
language challenges, the script Unicode was applied to converts all text into the corresponding ASCII 
characters.

The deep neural network with Doc2Vec was used to classify the text into extremist and non-extremist. 
Moreover, a modeling-based approach to identify illicit drug-related contents from social networking 
sites is also proposed [14]. In this, a dataset was created from the NIDA website with 371 hash-tags. 
Word embedding (Word2Vec) model was used for vector generation and LDA topic modeling algorithm 
is applied to identify the illicit drug-related contents. The model has obtained 78.1% accurate illicit drug 
contents. A language identification model [16] is proposed for short segments of the text contents. In this 
model, the n-gram model was used to correct the sentences of different languages posts and a common n-
gram distance based novel model was used for classifying the results. The Common N-Gram text 
classification is used with different classifiers, namely Logistic Regression, SVM, Na・e Bayes, and 
Random Forest.

3. METHODOLOGIES OF TEXT ANALYSIS
Social media users are continuously increasing day by day and billions of users are sharing a huge 
amount of content in different forms like texts, videos, and images, etc., daily. Text is the most common 
form of content which is used in social media platforms, so it is necessary to find the knowledge from the 
huge text contents. In text analysis processes, a huge amount of unstructured data is collected from 
different sources by applying different techniques and methods, and converts these unstructured data 
into knowledgeable structured data. The text analysis process helps to explore results and identify 
patterns, keywords, and attributes of the unstructured text. There are some different methods and 
processes which have been used in previous researches for text analysis:

A. Process of Text Analysis

1) Natural Language Processing (NLP): NLP is widely used in the process of text analysis [19], which 
explores how a computer system becomes an expert system in the context of understanding natural 
human languages and develops some tools and techniques that can perform to manipulate human 
languages to the desired task. In existing literatures, lexical and syntactic analysis of the NLP has been 
applied in the text analysis process, for example, in a bag of words representation technique, only lexical 
components of the text are considered. Sentimental and semantic analysis of the words is broadly used in 
the text analysis process. Semantic analysis has been successfully applied in the text and has improved 
the results [19, 21]. The n-gram model is a probabilistic model which is applied in many NLP and the text 
analysis process [9] [16]. In n-gram model, the sequence of words is extracted from the sentences or text 
and probabilities are assigned to them. The n-gram of the size 1 is known as a unigram, size of 2 is known 
as bigrams, size of 3 is known as trigrams, and so on. The n-gram model is used in different tasks like 
sentence correction, spell correction, word breaking, suggestions while typing, text summarization, etc., 
and also uses supervised machine learning models for developing the best features. 

2) Data Preprocessing: In-text analysis process, there is a requirement of cleaning the data because data 
are very sparse, unstructured, and noisy. So, in data preprocessing, lexical analysis, tokenization, stop 
word removing, case folding, special character removing, deleting hyperlinks, normalization, stemming 
etc., is done on the data [19] [25].
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3) Word Embedding for data representation: The text analysis deals with huge, raw plain text data, 
and the machine only understands the numbers. Word embedding is the model that is used to extract 
features from the text data and convert these texts or word sentences into vectors or numbers so that the 
machines can understand them.

This model is used to project in continuous of the words and deal with the syntactic and semantic 
similarities between the words of a sentence. The word embedding model has been very effectively 
applied in NLP, machine learning, and deep learning processes. Word Embedding methods are generally 
trying to map a word using a dictionary to a vector. Frequency-based word embedding (tf-idf) and 
predication based word embedding (Word2Vec, GloVe, Doc2Vec) methods have been successfully 
applied in the research for representing word vector. In frequency-based embedding (tf-idf), the 
document's text transforms into numeric vectors, this representation is called the Vector Sparse Matrix 
(VSM) or Bag of Words model. In tf-idf, a particular document weights each word; this word weight 
makes the importance of the word in the document. The prediction based Word2Vec method is obtained 
from two models that are continuous bag-of-words (CBOW) and Skipgram, both models worked with 
neural network concepts [14] [18] [22].

The Word2Vec CBOW Model uses the surrounding words as inputs to predict a word in a sentence. 
CBOW is a word embedding model that predicts the target word x0 from the surrounding contextual 
words, C i.e. the goal is to maximize P(x |c) throughout the training set. The distance between the current 0

vectors assigned to x0 and to c is inversely proportional to this probability. The model's goal is to reduce 
the distance between x0 and 's current vectors (and enhance the probability P(x |c). By repeating this 0

process over the whole training set, we may build vectors for words that co-occur and tend to be closer 
together. The input of CBOW is one-hot encoded vectors V, as shown in [Figure 1]. This means that for 
each vector, only one of the V units will be 1, while the rest will be 0. The CBOW model works as a three-
layer basic neural network, with two weight functions in the input layer, hidden layer, and output layer. A 
V  N matrix W can be used to represent the weights between the input and hidden layers (i.e V is the x

number of words and N is the number of neurons in the hidden layer). The N-dimension vector 
representation v  of the related word from the input layer is represented in each row of W. To construct thex

word vectors, the input layer's weight function matrix (i.e. W input) is used.

Figure 1. CBOW Model
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The skip-gram model is a version of the CBOW model that is reversed. The target word is now at the 
input layer in the skip-gram model [Figure 2], while the other words in the window are at the output layer. 
We still utilize v  as the input vector for the input layer's only word, and the hidden layer outputs ℎ are x

defined in the same way as in CBOW, which means ℎ is just copying a row of the input -> hidden weight 
matrix, W, mapped with the input word x . i

Figure 2. Skip-gram Model

The Skip-gram model attempts to anticipate the surrounding keywords by identifying relevant word 
representations in a sentence or text. The goal of the Skipgram model is to maximize the average log 
probability    

can lead to a greater accuracy. However, it also raises the expense of training time. In the word2vec 
model, the vector of the words is generated by achieving the process of prediction of surrounding words 
in a sentence. While in GloVe model,  the model learns by constructing a co-occurrence matrix that count 
how a word frequently appears in a context. In this model, firstly a co-occurrence matrix X is constructed
from the training dataset. Where X  is the frequency of the word I- co-occurring with the word jij

is the total number of occurrences in word i in the dataset. In the second step, the factorization of  X get 
vectors and reduces noise by identifying relevant words.

Another prediction based word embedding model is Paragraph Vector Doc2Vec (PV-Doc2Vec) model. 
The idea of the model is inspired from the Word2Vec model. This model is the extension of the 
Word2Vec model concept. In the CBOW model of the Word2Vec, the trained model predicts a center 
word by using context words of a sentence. Similarly, PV-Doc2Vec selects a sample that is randomly set 
of consecutive words from a paragraph and predicts a center word from the randomly sampled set of the 
consecutive words by taking as input paragraph id and context words. The model is divided into three 
sections: 1) Paragraph matrix: the matrix where each column represents the vector of a paragraph, 2) 
Average/Concatenate: it checks whether the paragraph matrix and word matrix are concatenated or 
averaged, and 3) Classifier: the hidden layer vector (the one that was concatenated/averaged) is sent into 
the classifier, which predicts the center word in [Figure 3]. 
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Figure 3. Doc2Vec Model

Generating a new model with word embedding process takes too much time; to solve such issue, a 
pretrained word embedding model is used which is already trained by someone and is publically 
available for research. Currently, pre-trained Word2Vec and pretrained GloVe model is widely used for 
word vector representation [6] [7] [17].

B. Multilingual Text Analysis
Social media user posts their messages in different languages. The NLP task requires a single language 
platform that can show all text in a single language [16]. By using such single language platform, we can 
get good results of semantic analysis. 

C. Speech to Text Conversion
Currently, artificial intelligence, automation and many more applications has been successfully used in 
the speech recognition process to develop its applications. Speech recognition is the process in which 
speech or spoken texts are converted into the written text. Google Speech Recognition is one of the 
easiest methods used for speech text analysis.

D. Machine Learning
Previously, machine learning concepts are broadly used for social media content categorization with 
more accurate and effective results. The use of NLP methods with machine learning concepts, the 
generated model helps to identify patterns from the customer's message. Supervised Machine Learning 
(SML) is suitable for the classification of social media content. Social media service by machine 
learning helps in enhancing media quality, helping the brand reach to the target audiences, maintaining 
security, handling, and automating data. Logistic Regression (LR), Decision Tree (DT), Support Vector 
Machine (SVM), Random Forest (RF), Na・e Bayes, K-Nearest Neighbor (KNN) are some machine 
learning techniques which have been successfully used in social media applications.

E. Deep Learning
Currently, deep learning approach is used to detect unsupervised and unlabeled data; which is also 
known as deep neural networks. The method has been successfully implemented to develop different 
applications of speech  recognition, image processing, bioinformatics ∞ , text filtering, NLP, etc. In a
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deep learning process, the trained model automatically learns and performs a classification task from the 
text, image, and audio. A deep learning model trained with a huge number of labeled data and neural 
network architecture. In the traditional process of neural network architecture, 2-3 hidden layers were 
used to detect the feature from the data but now, many hidden layers are being used to train the model for 
directly learning the features from the data. RNN, LSTM, BLSTM, GRU, CNN model of deep learning 
are used to detect features and classify the data [18] [27].

1) Recurrent Neural Network (RNN): The feedforward neural network process, cannot predict the 
next word in a particular sentence because there is no relation between previous output and current 
output. To overcome this issues the RNN architecture is used for the prediction of the next word in a 
particular sentence. A RNN is a deep learning concept, in which neuron connection is established with a 
direct cycle. It means output depends on previous neurons as well as present inputs [Figure 4]. The 
concept of RNN solved various problems of NLP like handwritten recognition and speech recognition 
etc

Figure 4. RNN Model

2) Long Short-Term Memory (LSTM): RNN uses a back-propagation algorithm, but it is applied for 
every timestamp, and back-propagation has a vanishing gradient problem. To solve this problem, a 
specific RNN architecture is developed that is LSTM, in which a model was designed for learning long 
term dependencies. In the LSTM process, the activation function is not used for its recurrent 
components. In the architecture of LSTM, several units of blocks are implemented with four gates which 
are input, forget, and output gate which uses logistic function to control information flow in the network 
[Figure 5].

Figure 5. LSTM Model
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3) Bidirectional Recurrent Neural Networks (BLSTM): The BLSTMs model is trained with two 
LSTMs model instead of one LSTM in the input sequence. Implementation of this architecture, the first 
LSTMs input sequence is to be as it is and the second LSTMs input is to be a reverse copy of this input 
sequence. The BLSTMs provides additional context to the network and also improve the performance of 
the results [Figure 6].

Figure 6. BLSTM Model

4) Gated recurrent unit (GRU): The GRU architecture is similar as LSTM. In GRU architecture, there 
is no cell state; a hidden state is used to transfer the information [Figure 7]. Only two gates were 
employed in the GRU's secret state: the reset gate and the update gate. GRU's update gate is similar to the 
LSTM method's forget and input gates in that it determines what information will be delivered and what 
information will be added. The reset gate of this method is used to decide how much previous 
information to leave or forget which a GRU is. Currently, it is not clear that which architecture is better, 
but GRU's tensor operations are little fast to train data than LSTM. The researcher usually tries both the 
architectures to identify which is better for their information.

Figure 7. GRU Model

5) Convolutional Neural Network (CNN): The CNN architecture has been proven to provide 
outstanding results for speech and image processing. The CNN architecture includes: a) convolutional 
layer/s, b) pooling layer, and c) a multilayer perceptron variation [Figure 8]. The result of the 
convolutional layer is passed to the next layer via the convolution technique. This procedure allows for a 
much deeper network with many fewer parameters. A CNN model is proposed for short sentence 
classification [21]. The CNN model uses the Word2Vec model for feature vector representation and 
conducts a series of experiments and demonstrated that the suggested model performs excellently.
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Figure 8. CNN Model

4. COMPARISON OF DIFFERENT SOCIAL MEDIA PROBLEMS
The comparative study table in [Table I] showcases different social media problems suggested by the 
different researchers and also found the objectives of those researches for such problems. Further, the 
comparative study of social media problems provides the detail of the different datasets, used methods, 
and techniques to solve those identified problems.

TABLE I. Comparison of Different Social Media Problems
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5. EXPERIMENT EVALUATION AND RESULTS ANALYSIS OF DEEP LEARNING TEXT 
CLASSIFICATION MODEL
To measure the effectiveness of deep learning approaches, we measure the performance with LSTM 
model of deep learning. In this process we applied a deep text classification model on PHEME rumor 
ottawashooting event dataset. This dataset contains total 12284 tweets, in which 5848 tweets was non-
rumors and 6436 was rumors. In this research, pre-trained Word2Vec model have been used for 
generating word vectors. In this experiment, 90% of tweets were used to train the model and 10% of 
tweets were used for testing purpose. In this research, deep rumor tweet classification model was trained 
on different parameters which are extracted from different layers of model [Table II]. The results were 
analyzed from LSTM deep learning models. 

TABLE II. Parameters Received from Different Layers of LSTM Model

Experiment results show the model has trained 5 times and calculates the accuracy and loss values [Table 
III]. The LSTM model provides the 98.59% accuracy to train the model. After every epoch the loss value 
is decreasing and accuracy is increasing it means the model trained very well. The model provides the 
90.56% testing accuracy [Table IV, V].

TABLE III. LSTM Model Accuracy
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TABLE IV. Confusion Matrix of Test Results from LSTM Model

TABLE V. Results Analysis from LSTM Model

ROC curve diagnose the ability of classifiers. In this results, classifier gives curves near to the top of left 
corner, it indicate the better performance of the classifiers [Figure 9].

Figure 9. Performance Analysis of LSTM Model using ROC curve

6. ANALYSIS AND DISCUSSION
Manual identification of social media problems is a very tedious process and this process; increase labor 
and time cost, and degrade the result. To solve such problems, many researchers have been suggested 
different techniques and models for automatic identification, detection, and stopped them from
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spreading globally. As per the researchers, the meaning of the information is hidden in the text content 
and mostly users share the post in the form of text. For the text analysis, it is required to apply the NLP 
process to the text. Data has to be indifferent and diverse form, so there is also required to clean them by 
using common and important methods like stop word removing, case folding, steaming, removes 
hyperlinks, special character removing, normalization, etc.

For processing the data, a vector representation of the words is required. For vector representation of the 
sentences, researchers suggested some important and useful methods of word vector representation that 
as word embedding (tf-idf, GloVe, Word2Vec). In between some researchers suggested the process of 
the multilingual text which converts multilingual text into a single language by using GoogleTrans API. 
After the word vector representation, it is required to classify the data into different labels that is why 
researchers have been now focusing on machine learning and deep learning concepts.

In this study, we have just analyzed the previous researches which were based on text analysis by using 
text preprocessing, NLP process, and applying machine learning and deep learning for text classification 
[Table1]. This study also suggests that how researchers are focusing on the deep learning concept on 
social media content categorization.

After analysis of these models present in the literature, it can be concluded that the deep learning models 
are best for identifying all social media related text content problems. Deep learning concepts help to 
identify the hidden information from the text content as well as sequential text analysis. Deep learning 
approaches provide accurate and fast results as compared to traditional machine learning approaches; 
also provides better results for high dimensional datasets. A deep learning network works better with 
word embedding techniques and it also provides better performance with different features like 
linguistic and sentiment features, user profile features, and user metadata features of the tweeter post. So, 
researchers are now more focused and inclined towards deep learning approaches for the identification 
of social media problems. 

7. CONCLUSIONS AND FUTURE SCOPE
Social media platforms have become a more important part of our daily life for sharing ideas, opinions, 
knowledge, and news with the people. It is surely a boon in many contexts, but it can be a terrible curse 
when rumors, offensive contents, abusing contents, misinformation, wrong information, and fake news 
are also shared by the users. Social media spread harmful, unauthentic, unwanted contents regularly; due 
to such type of content it has a dangerous influence on society. Many researchers are now focusing on 
preventing such types of content on the social media platform and for this; they are using many 
algorithms and methods to analyze and classify such contents and to spread only relevant information. In 
the existing literature, lexical analysis and syntactic analysis were used for more accurate results and 
now, sentimental and semantic analysis of NLP helps to extract more features from the sequential 
sentences.

Previously, researchers were more focused on classification with both rumors and non-rumors features 
and noticed that the classified results detect only from the rumored features, so binary classification 
might not provide beneficial results. To solve this, a new approach is used i.e., one class classification 
classifier with one class feature. Rumor features were extracted from the already available and detected 
features of rumors on a social network. The researchers used the concept of machine learning and deep 
learning for determining social media platform problems and also compared these two technologies. The
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results show the effectiveness of the deep learning concept over the machine learning concept. Also, 
machine learning concepts are very time-consuming approach as compared to deep learning approaches. 
Deep learning concept help to solve such issue and useful with the semantic representation of the 
sentences, its hidden layer learning concept provides the automatically learn from the text with high 
performance. Currently, deep learning technique like CNN and LSTM has become more popular for text 
classification. Natural language processing and word embedding methods play the most important role 
and help to provide better accurate results. 

Pre-trained word embedding model used for generating efficient word vectors which help to the low 
processing time as well as provide efficient results. The GoogleTrans API is also used for classifying 
multilingual content. Twitter streaming API, Facebook Graph API, BeautifulSoup API is used for 
streaming content from social media platforms. The Word2Vec & GloVe model of word embedding is 
used for representing word vectors in a sentence; these vectors are used input for deep learning models to 
provide better accurate results. As per the comparative study and LSTM deep learning model’s  
evaluation proves that deep learning models are the best for text categorization. In the future hybrid deep 
learning models will be effective for social media content categorization.
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1. INTRODUCTION 
According to the U.S. National Institute of Standards and Technology (NIST) definition [01]: „„Cloud 
computing is a model for enabling convenient, on-demand network access to a shared pool of 
configurable computing resources (for example servers, networks, storage, services, and applications) 
that can be quickly provisioned and released with least management effort or service provider 
interaction„„. The cloud resources are delivered to customers as a service in three main categories: 
infrastructure as a service (IaaS), platform as a service (PaaS) and software as a service (SaaS) [02]. The 
relations between Cloud providers and customers are managed by a clear Service Level Agreement 
(SLA). The SLA is defined as a contract that describes the negotiated service, the quality of service, the 
QoS metrics, the price and arrangements in cases of violations. 

The cloud computing, as a fast evolving technology, is increasingly getting used to host many business 
or enterprise applications. However, these environments are known for their highly distributed and 
heterogeneous nature. Consequently, several types of faults may occur in the cloud environment leading 
to service unavailability and performance degradation [03][04]. Availability and performance of cloud 
services are essential for maintaining customer‟s confidence and preventing revenue losses due to 
service level agreement (SLA) violation penalties [05][06]. To make cloud computing viable for both 
customers and providers, faults should be handled effectively by fault tolerance mechanisms. 

ABSTRACT

The Cloud Computing environments are susceptible to frequent failures as a result of their dynamic and 

unstable nature. Failures have a significant effect on cloud performance and on the benefits that 

customers and providers expect. Therefore, fault tolerance is necessary to mitigate the impact of failures 

and preventing revenue losses due to service level agreements (SLA) violation penalties. In this paper, we 

propose a fault tolerance directed by the SLA contracts established between cloud providers and 

customers. The proposed fault tolerance includes two phases, the first is based on the use of idles VMs 

according to selection strategies. The second phase is based on both advanced operation of degradation 

of quality of service and on VMs selection strategies. The advanced operation of degradation consists of 

beneficial combinations of VMs deallocation and allocation between customers leading to avoid SLA 

violation penalties. According to the experimental results, our proposed fault tolerance decreases the 

considered SLA violations. 
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performance, Availability, Penalties. 
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Fault tolerance (FT) refers to a system's ability to continue performing its expected operation despite 
faults. 

In other words, FT is related to reliability, successful operation, and absence of breakdowns [07]. In the 
cloud computing system, fault tolerance awareness has been identified as one of the main issues to 
ensure reliability, robustness and availability of important services as well as running of applications 
[08]. 

In [09], we proposed a basic fault tolerance model that uses a random quality of service degradation. In 
this work, we go further by proposing a new fault tolerance directed by the SLA contracts established 
between cloud providers and customers. The proposed fault tolerance includes two phases, the first is 
based on the use of idles VMs according to selection strategies. The second phase is based on both 
advanced operation of degradation of quality of service and on VMs selection strategies. The advanced 
operation of degradation consists of beneficial combinations of VMs deallocation and allocation 
between customers leading to avoid SLA violations penalties. The execution of the two FT phases 
depends on their efficiency in avoiding SLA violations. This efficiency is evaluated by a specific 
function. 

This paper makes the following contributions: 
Ÿ The design of a generic SLA representation model that can be applied to different types of 

platforms. This model defines the type of resources requested, the margin of degradation 
accepted and the different regular and irregular states of customers that use the platform 
resources. 

Ÿ The proposal of a faults tolerance directed by the SLA contracts to avoid SLA violations 
penalties. The proposed FT provides three techniques: Faults Tolerance with the strategy Max 
Available (FT-MA), Faults tolerance with the strategy High Capacity (FT-HC) and Faults 
Tolerance with the strategy Low capacity (FT-LC). 

Ÿ Implementation of experimentation to evaluate the effectiveness of our proposed model 
compared to other existing approaches. 

This paper is divided into 5 sections. Section 2 presents related work, followed by the proposed model in 
section 3, in which we present a generic SLA representation model, the platform model and the proposed 
fault tolerance. Section 4 shows the experimental setup and the results. Section 5 concludes the paper 
with a conclusion and future research directions. 

2. RELATED WORKS 
For the various systems and platforms, the fault tolerance operation ensures a certain level of service in 
case of failure. This section is divided into two parts, the first part deals with the SLA and the second one 
discusses work realized on fault tolerance in cloud computing environments. 

A. Service Level Agreement (SLA) 
A Service Level Agreement (SLA) is defined by Wieder et al. [10] as a formal negotiated agreement 
between the service provider (SP) and the customer. Its goal is to establish a common understanding 
about QoS, priorities and responsibilities. SLAs can cover a many aspects of the customer-SP 
relationship, including service performance, customer service, billing, and service provisioning. 
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Several works about SLA have emerged with the appearance of service oriented architectures (SOA) 
whose purpose is to ensure the QoS of Web services [10]. WSLA [11] is a framework composed of three 
sections: the parties, the service definitions and the obligations. WSLA offers the possibility of enriching 
the directory of performance criteria by creating new metrics. Slang [12] it is a language for the SLA 
description, it is modeled in UML. In An SLA, Slang defines the responsibilities of customers and 
suppliers and the mutual responsibilities to determine the obligations of each party. WSOL [13] is a 
specification based on XML, which allows offering web services with different levels of services via 
functional constraints, constraints of QoS, price and access rights. 

The rSLA [14] is a framework for managing Service Level Agreements in Cloud environments, it 
contains three components: the rSLA language to formally represent SLAs, the rSLA Service, which 
interprets the SLAs and implements the behavior specified in them, and a set of Xlets-lightweight, 
dynamically bound adapters to monitoring and controlling interfaces. In [15], Kouki et al propose a 
solution for managing SLA Cloud Service Contracts for Models (Iaas, Paas, Saas) where they introduces 
the Cloud Service Level Agreement (CSLA) as a new SLA language directly integrating some features 
dealing with QoS uncertainty and Cloud fluctuation. 

CSLAM [16] is a Cloud SLA management framework based on WSLA which provides both SLA 
negotiation language and management framework. CSLAM also manages the SLA aware inter-cloud 
service provision. In [02] Labidi et al., propose CSLAOnto A Comprehensive Ontological SLA Model in 
Cloud Computing, whose objectives are : Improving the SLA representation and facilitating its 
Understanding, Providing an automated means of SLA monitoring for the client, Informing the supplier 
of the QoS degradation by notification. 

B. Faults Tolerance 
Fault tolerance in Cloud Computing platforms is a critical issue. Several works with different 
mechanisms and objectives have been proposed in this area. Uesheng Tan [17] describes a replication 
solution for VM FT, exclusively managed by the cloud provider. It proposes to improve efficiency by 
using passive VM replicas (with very few resources), which become active when a failure is detected. A 
mechanism is introduced to transfer/initialize the state of VM. In [18], a method of VM placement based 
on adaptive selection of fault tolerant strategy for cloud applications is proposed. The proposed method 
consists of two phases. The best evaluation function value of VM placement based on every fault-
tolerant strategy is determined in the first phase. In the second phase, the VM placement plan is solved 
according to the solution of the first phase. Amoon.M [19] propose an adaptive framework for reliable 
cloud computing environments (AFRCE), it consists of two algorithms: the first for selecting VMs that 
meets customers needs and can carry out their requests. The second algorithm to select the fault tolerance 
technique, either replication or checkpoint-restart. In case of replication, AFRCE adjust the number of 
replicas by calculating the values of VMs. The value of a VM is a function of its failure probability and 
the profit of its use. If checkpoint-restart is selected, the checkpoint frequency is also adjusted with 
respect to the failure probability.

The authors in [20], focus on improving the reliability and availability in the Iaas model of cloud 
computing, they propose a new topology aware VM replica placement approach. The approach places 
the replicas of virtual machines on the optimal candidate servers according to a calculated weight. The 
weight is calculated for each PM depending on its distance from the VM and its current temperature. A 
low value of a PM‟s weight indicates its appropriateness for hosting a replica of a VM. In [21] Zhou et al.
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propose an approach to cloud service reliability enhancement via virtual machine placement 
optimization. The proposed approach is composed of three phases; each one is elaborated by an 
algorithm. Based on the network topology, the algorithm of the first phase selects a suitable set of VM 
hosting servers from a potentially large set of candidate host servers. The second algorithm determines 
an optimal strategy to place the primary and backup VMs on the selected host servers. The last phase 
concerns the recovery strategy decision; a heuristic is used to address the task-to-VM reassignment 
optimization problem, which is formulated as finding a maximum weight matching in bipartite graphs. 
Dailbag et al. [22] present an approach for providing high availability to the requests of cloud‟s 
customers based on a failover faults tolerance strategy for cloud computing, using integrated check-
pointing algorithms. 

Alain Tchana et al [23] propose a fault tolerance method in which both the Cloud customers and 
providers will collaboratively share their responsibilities in order to provide the required fault tolerance. 
According to Tchana, application faults can be detected and repaired at the customer level. But the 
Virtual Machine (VM) and hardware faults can be detected & repaired at the Cloud provider level. The 
recovery/restoration of the applications running on the refurbished VMs can be requested and performed 
at the customer level. Checkpointing technique is used to create restore points for the recovered VMs. 
VFT [24] is a virtualization and fault tolerance technique proposed to reduce the service time and to 
increase the system availability. It uses a cloud manager (CM) module and a decision maker (DM) to 
manage the virtualization, load balancing and to handle the faults. In [25], Bashir et al. propose an 
optimized fault approach in real-time cloud computing Iaas environment where a model is designed to 
tolerate faults based on the reliability of each compute node (VM) and can be replaced if it‟s 
performance is not optimal. 

The works in [26], [27] and [28] deal with the different services level objective described in the SLA. In 
[26], proposed spot instance scheme that users can decide a minimum cost according to SLA agreement 
between users and instances in Amazon's EC2. The scheme is based on a probabilistic model for the 
optimization of cost, performance and improved the reliability of services by changing dynamically 
conditions to satisfy user requirements. Yi et al [27] introduced the spot instances of the Amazon EC2 to 
offer fewer resource costs in exchange for reduced reliability. Based on the actual price history of EC2 
spot instances, authors compared several adaptive checkpointing schemes in terms of monetary costs 
and the improvement of job completion time. In [28] to avoid delays in task completion, a price history 
based check-pointing scheme based on SLA is proposed. This is achieved by reducing the number of 
checkpoints and improving the performance of the tasks. Total cost and number of checkpoints are 
effectively reduced in this scheme. A coordinator component in this scheme supports and manages the 
SLA between users and instances. The checkpoints are taken in two places. One at the raising edge where 
the price exceeds the threshold and the other is taken at the failure time foreseen by the average failure 
time and failure possibility. 

3. PROPOSED MODEL 
In this section, first, we present a generic SLA model for representing customer's requests. Second, we 
describe the platform model and finally, we present the proposed fault tolerance. 

A. SLA Generic Model 
In this paper, we model the customer request based on the SLA contract as the form :
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Req(#Res, Ti, d) such as : 
Ÿ #Res : The number of resources requested by the customer. 
Ÿ Ti : The type of the requested resources. 
Ÿ d : The accepted degradation margin in the requested resources. 

The requested resource can be material such as computing nodes in a computing grid, VMs of an Iaas 
cloud platform, software, web services…etc. 

The resources are distinguished into different type due to their characteristics which can be the 
hardware‟s performances such as the frequency of CPU, the memory size, the network bandwidth,...etc, 
or it could be the type of the Saas or Paas service provided by the platforms. Concerning the degradation, 
there are two categories. Firstly, the quantity degradation, it‟s defined by a reduction in the number of 
resources provided compared to that requested. The second category of degradation, concerns the 
performances such as the CPU, the memory, the response time of a service, etc. The degradation margin 
can be specified according to several levels or thresholds. Before continuing, we present a table of 
symbols used. 

TABLE I. SYMBOLS USED 

Based on both the types of resources and the degradation margin specified by the customer, we classify 
the resources as follows: 
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Depending on the resource classes provided to the customer according to the parameters specified in the 
SLA model, the customer can be in two states: 

1) RS: is the regular state that defines the levels from L1 to Lk , such as : 

a) L1 : the highest level of quality, the customer receives all his resources from the requested type (from 
class C1) : #ResC1=#Res. 

b) [L2,....Lk]: the interval of degraded QoS accepted levels and Lk is the minimum level of accepted 
QoS : #ResC1 + #ResC2 +…+ #ResCm-1 = #Res , such as : MinCi <= ResCi < MaxCi. 

2) IS: is the irregular state that contains the levels of Potential Violation (PV) and Recorded Violation 
(RV), such as: 

a) PV: this is the level of the Potential Violation (Lk+1). The QoS is below the accepted minimum level. 
The time spent by the customer in this state must not exceed the resolution time (TR). 

b) RV: if the potential violation is not resolved within the TR delay, the customer ends up in the level 
Lk+2 that represents the status of the violation recorded (considered) involving penalties. 

The cloud provider seeks to maximize his profit, firstly, by avoiding the recorded SLA violation 
involving penalties. Secondly, by minimizing the time spent by the customer in irregular states to reduce 
the rate of penalties. Therefore, for each customer, the objective is formulated as follow: Min(T) = 
T.PV+T.RV Under the constraints: 

Ÿ  #Res*d <= (#ResC1 + #ResC2…+ #ResCm-1 )<#Res 
Ÿ  T.PV<=TR 
Ÿ  T.PV : Time spent by the customer in the level of potential violation. 
Ÿ  T.RV : Time spent by the customer in the level of recorded violation. 

B. Platform Model 
As shown in the figure 1, the platform model adopted provides N different types of resources which are 
classified in M categories; each category is intended for a well-defined use. The customer can thus 
choose the type of resources that meet his needs. 

Figure 1. Platform Model 
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In our work, we focus on Cloud computing Iaas infrastructure that provides a set of VMs to customers.  

Known Cloud providers such as: Amazon EC2 [29], Micosoft Azure [30] use this model where they 
propose to their customers different types of instances optimized for different use case. Instance types 
are different combinations of CPU, memory, storage, and network capacity that give the flexibility to 
choose the appropriate resources. 

C. Fault Tolerance Parameters 
In this work, we focus on ensuring the availability and performance stability of the provided instances 
(Vms): 

1) The Availability: High Availability (HA) in cloud computing services is some of the hot challenges. 
The availability of a system at time „t‟ is referred to as the probability that the system is up and functional 
correctly at that instance in time [31][32]. In IaaS cloud computing infrastructure, unavailability can 
affect a limited number of VMs or the entire system where the service is completely unavailable for a 
period of time. Most of the cases, the unavailability is caused by physical faults that mainly occur in 
hardware resources, such as faults in CPUs, in memory, in storage, failure of power etc. [33]. 

2) Performance: the decrease in performance of Vms affects their capacities. Generally it's due to the 
resource consolidation [34]. For example, it occurs when a VM cannot get the requested amount of 
MIPS. This can occur when multiple VMs sharing the same host require higher CPU performance that 
cannot be provided due to VM consolidation [35]. Furthermore, the IaaS clouds platforms to their 
complex nature are prone to performance anomalies due to various reasons such as resource contentions, 
software bugs, or hardware failures [33][ 36]. 

Cloud service providers are required to explain how the availability and performance are measured, as 
well as refunds in case of SLA violations. Amazon EC2 and Microsoft Azure define the downtime as the 
total of the accumulated minutes in which the service was in a state of unavailability. A service credit is 
reimbursed to customers according to the monthly uptime percentage [37][38]. 

D. Proposed Faults Tolerance 
When failures affect a customer‟s VMs and cause potential violations, fault tolerance operation is 
initiated to tolerate the occurred faults and resolve the potential violation as quickly as possible before 
being recorded. The flow chart presented in figure 2, explains the functioning of the fault tolerance. It is 
held in two phases: 

1) Phase 01 : FT using available free (idle) VMs 
Ÿ When faults affect the cloud computing platform and cause SLA potential violations, a 

recovery operation is automatically initiated by restarting the failed VMs. Recovered VMs are 
added to the list of available VMs. This recovery operation is performed continuously. The 
available free VMs are VMs that are not assigned to customers and which are in the idle state. 

Ÿ Immediately after launching the VMs recovery, we evaluate for the customer in potential 
violation (level PV), the possibility of fault tolerance for its recovery in a regular state level by 
using the function Check_In_RS() (Algorithm 1). The function Chech_in_RS() evaluates the 
efficiency of this 1st FT phase by checking the possibility of fault tolerance to resolve the 
potential violation according to a level in the regular state, starting with the higher level L1



International Journal of Computing and Digital Systems (IJCDS)   (Volume- 12, Issue - 01, January - April 2023)                                Page No - 44

ISSN 2210-142X

until the last accepted level LK. It compares the number of failed VMs that can be replaced by available 
free VMs of different classes Ci taking into consideration the maximum number of VMs allowed in each 
class (MaxCi). The function Check_in_RS() returns the resolution level index possible L_RS, if no 
resolution is possible for the potential violation by the fault tolerance, it returns the value 0. 

Figure 2. Flow Chart « Fault Tolerance » 

Ÿ  If the evaluation of the possibility to recover the customer in a regular state level by the FT 
proves to be positive, the customer is put in the level L_RS returned by the function
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Check_in_RS() using the function Put_In_RS() (Described in Algorithm 2). The function Put_In_RS() 
replaces the customer's failed VMs by assigning new VMs based on the L_RS level. VMs are selected 
according to three different strategies (MA : Max Available, HC : Higher Capacity and LC : Lower 
Capacity) (Described in the next part) from the different classes Ci, such that i is including between 1 and 
L_RS and respecting the MaxCi in the allocation of VMs. The content of the customer‟s failed VMs is 
restored in the new assigned VMs based on saved image. 

2) Phase 2 : FT using released VMs 
If the violation is not resolved by the first phase of fault tolerance, the second phase is lunched. It uses the 
VMs released (deallocated) by the degradation of a number of selected customers from the regular state 
levels. 

Ÿ Firstly, we evaluate using the function CheckWR_In_RS( ) (Described in Algorithm 03) the 
efficiency to proceed the second phase of fault tolerance to resolve the potential violation. The 
function CheckWR_In_RS( ) checks for the possibility of fault tolerance that leads to a 
potential violation resolution, starting with the second level of regular state until the last 
accepted level. It search a possible VMs reallocation by comparing if the available VMs and 
those which can be released by degrading a set of targeted customers (PotentialReleased 
VMsList), makes it possible to replace the failed VMs. The function CheckWR_In_RS( ) 
returns the level of possible resolution L_RS. 

Ÿ If the evaluation realized by the function CheckDW_In_RS( ) is positive, we proceed to 
releasing the VMs of the classes searched by the degradation of targeted customers from the 
regular state levels. The degradation operation is elaborated using the function Release( ) 
(Described in Algorithm 4). The function Release()) performs degradations of the targeted 
customers specified in CustTargetedList, one by one from their current levels L_init to the new 
levels of the specified regular state L_new. The VMs are deallocated from the customers 
respecting the minimum assigned number from each class. The customers concerned by the 
release of VMs, pass temporarily to the potential violation level, waiting the allocation of their 
new VMs using the function Put_In_RS() to regain a regular state level. The content of the 
VMs deallocated from the customers concerned by the degradation are migrated to their new 
assigned VMs. The released VMs are added to the list of available VMs AvailableVmsList. 

Ÿ After the release of the VMs by the function Release()), the customer is put in the level returned 
by the function CheckWR_In_RS()) using the function Put_In_RS()), which replaces the 
customer failed VMs by VMs from the list AvailableVMsList, which contains the available 
free VMs, as well as those recently released. Finally, the content of the customer‟s failed VMs 
is restored in the new assigned VMs based on saved image. 
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Throughout this process, the VMs recovery operation is performed in the background and the recovered 
VMs are added to the available VM list. In case of the potential SLA violation is not resolved using the 
second phase and the time TR is not expired, the process is resumed from the beginning to avoid 
recording the violation. If the resolution time has expired, the fault tolerance process is restarted to 
minimize the time spent by the customer in the state of recorded SLA violation. To select the type of 
available VMs that will be assigned to the customer among the types belonging to a class Ci, we use the 
function SelectVm( ) (Described in Algorithm 05). This function defines 03 different strategies for the 
VMs selection: 

Ÿ Max Available (MA): The VMs selected first are those of the most available type compared to other 
types in the same class 

Ÿ Higher capacity (HC): VMs with the higher capacities compared to the others VMs belonging to the 
same class are selected first. 
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Ÿ Lower Capacity (LC): VMs with the lower capacities compared to the others VMs belonging to the 
same class are selected in first. 

4. PERFORMANCE EVALUATION 
To verify the effectiveness of our proposed model, we have conducted the following experiments. First, 
we have evaluated and compared the results of the proposed fault-tolerance by adopting 03 Vms 
selection strategies (MA, HC, and LC): 

Ÿ FT-MA: Faults Tolerance technique with the strategy Max Available VMs. 
Ÿ  FT-HC: Faults Tolerance technique with the strategy Higher Capacity VMs. 
Ÿ  FT-LC: Faults Tolerance technique with the strategy Lower Capacity VMs. 

Second, we have compared our model to the following techniques: 

Ÿ  No FT: no fault tolerance techniques are used. 

Ÿ  AFRCE [19]: The framework is adaptive. It consists of two algorithms. The first for selecting 
VMs that meet customers‟ needs and can carry out their requests and the second algorithm for 
selecting the replication or checkpoint-restart fault tolerance technique. In the case of 
replication, AFRCE adjusts the number of replicas by calculating the values of VMs. The 
value of a VM is a function of both its probability of failure and the benefit of its use. If 
checkpoint-restart is selected, the checkpoint frequency is also adjusted with respect to the 
failure probability [19]. 

To compare the techniques proposed with the AFRCE technique, we consider all the VMs with an 
accepted degradation margin, that they satisfy the customer's needs. The price cost used is the same as 
that of Amazon EC2 [39]. 

A. Performance metrics 
As an endeavor to evaluate the efficiency of the proposed techniques, we have used these metrics: 

Ÿ  The Rate of recorded Violations (RV): this metric is the ratio between the numbers of the recorded 
SLA violations compared to the full number of the customer‟s SLA contracts. 

Our main objective is to maximize the rate of potential violations resolved and therefore, minimizing the 
number of violations considered involving penalties (#Recorded Violations). 

Ÿ Quality of Resolution: this metric concerns The rate of customers in the highest regular state level 
%Cust_L1: 

Ÿ Violation Resolution Time (VRT): It represents the time needed to tolerate the faults to avoid having 
recorded violations (RV). Optimizing this metric minimizes the time spent by the customers in the state 
of potential violation (PV). 



International Journal of Computing and Digital Systems (IJCDS)   (Volume- 12, Issue - 01, January - April 2023)                                 Page No - 48

ISSN 2210-142X

B. Experiment setup 
The platform targeted in our work is a generic Cloud Computing environment (Iaas infrastructure). To 
approve the performance of our proposed model and study its efficiency, we have resorted to simulation. 
We have chosen the CloudSim toolkit [40] as a simulation platform. It provides a generalized and 
extensible simulation framework that enables seamless modeling, simulation, and experimentation of 
emerging Cloud computing infrastructures and application services. An extra package was created to 
support the fault-tolerance techniques. The created package provides a set of classes that permit 
simulating the VMs failure, the fault tolerance techniques as well as the detection of the potential 
violations and recorded violations. 

In our experiments, we have generated a cloud of 10000 virtual machines that are connected with fast 
Ethernet technology (100Mb/s). The Virtual machines are provided by 500 Hosts contained in a set of 
data centers. The size of each host's RAM range from 16 to 64 GB and the storage is 1TB. The frequency 
of the host‟s processors is given in MIPS and is assumed to range from 3000 to 10000 MIPS. The virtual 
machines are classified into 03 categories: general use, optimized calculation, and optimized storage. 
For each category, there are five models: nano, micro, small, medium, and large, which provide in all 15 
types of VMs. The number of customer‟s requests is fixed at 300. Each request expresses the type and 
the number of VMs required by the customer, as well as the degradation margin accepted. All the 
experiments are conducted using a random workload. 

To perform experiments, we have adopted a checkpointing based on the probability of VM failures. This 
probability is obtained from the VMs failures history. The checkpointing interval is shortened in case of 
the high probability of VM failures. Otherwise, it is prolonged in case of a low probability. The interval is 
calculated as follows: 

The check-pointing files are stored in the available free VMs candidate to replace the failed VMs. This 
significantly reduces the restoring time. The candidate VMs are selected according to the VMs types 
accepted by the customer. 
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C. Experiment Results 

1) Impact of degradation margin 
To study the impact of the degradation margin %d, experiments are carried out with a degradation 
margin of 10% and then 20%. The rate of available free VMs is set at 10% and that of recovered VMs at 
05%. The rate of failed VMs varies from 10% to 50%. 

Figure 3 shows the comparison between the 03 proposed fault-tolerance techniques (FT-MA, FT-LC, 
and FT-HC). The recorded violation rate %RV gradually increases with that of failed VMs. The results 
show that FT-MA minimizes the %RV with %5 compared to FT-LC and FT-HC. This is explained by the 
variation made by FT-MA in the selection of the available free VMs. Each time, FT-MA selects the most 
available types of VMs unlike FT-LC and FT-HC, which select the VMs of lowest (FT-LC) or highest 
(FT-HC) capacities. This makes VMs of these types unavailable for direct replacement of failed VMs or 
by the combination of deallocation and reallocation of VMs between customers to resolve potential 
violations detected. In figure 3 (a), we observe that the increase in degradation margin %d from 10% to 
20% reduces the %RV by an average value of 5% for FT-MA and 03% for FT-LC and FT-HC. The 
increase in the degradation margin %d extends the list of VM types accepted by the customer that 
improves the probability of replacing failed VMs, either directly from the list of available free VMs or by 
the combinations of deallocation and reallocation so that we can avoid recorded violations. 

Concerning the rate of customers in level L1 %Cust_L  presented in figure 3 (b), FT-MA provides the 1

best rates comparing with FT-LC and FT-HC. These rates are improved with a value between 2% and 3% 
by increasing the degradation margin %d to 20%. The improvement is noted for the rates of failed VMs 
that range from 10% to 30% due to the increase in the deallocation of VMs from the same customers. 
Therefore, we minimize the number of customers degraded from L  to resolve the potential violations. 1

Figure 3. Impact of degradation margin 

Figure 4. Impact of Available free VMs 
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2) Impact of Available Free VMs 
This experiment is carried out with a rate of free VMs of 10% and then 20%. The degradation margin is 
set at 10% and that of recovered VMs at 05%. 

The results presented in figure 4 (a), demonstrate that FT-MA provides better %RV compared to FT-LC 
and FT-HC. The increase in the rate of free VMs allows an average reduction of 07% in %RV for FT-MA 
and 05% for FT-LC and FT-HC. The reduction in %RV is explained by the increase in the availability of 
VMs for direct replacement of failed VMs, as well as by the improvement in the possible number of 
customers‟ degradations by the combination of deallocation and reallocation of Vms. 

In figure 4 (b), with the increase in the rate of failed VMs, we notice at the beginning of the experiment 
(rate of failed VMs from 10% to 30%) an improvement in %Cust_L1 that ranges from 03% to 05 %. This 
improvement is caused by the availability of more free VMs to replace failed VMs without the need to 
degrade customers from level L1. The improvement in %Cust_L1 decreases as the rate of failed VMs 
increases in which more customers are degraded from L1 to allow replacing a large number of failed 
Vms. 

3) Comparison with existing techniques 
In the previous experiments, we demonstrate that FT-MA provides the best results compared to FT-LC 
and FT-HC. In this part, we compare FT-MA with existing techniques. 

Figure 5 presents the effect of the degradation margin factor in the comparison between the proposed 
technique FT-MA with AFRCE and No-FT. In this experiment, the rate of available free VMs is set at 
10% and that of recovered VMs at 05%. Figure 5 (a) illustrates that FT-MA produces the best results that 
avoid more than half of violations recorded by No-FT when no FT mechanism is in place, as well as it 
reduces by more than 10% the %RV obtained compared to AFRCE. This is explained by the fact that 
AFRCE uses the available free VMs that satisfies the customers‟ needs to elaborate replication or check-
pointing to the valuables VMs. However, with the increase in the rate of failed VMs, it becomes 
extremely difficult to find VMs according to the customer‟s needs. On the other hand, our proposed 
technique uses the customer‟s degradation by developing combinations of deallocation and reallocation 
of VMs between the customers so as to replace the failed VMs with other VMs according to the 
customer‟s needs. +

The increase of the degradation margin %d to 20% minimizes the %RV for FT-MA by 5% and for 
AFRCE by an average value of 2%. For FT-MA, the minimization is due to the expansion of the list of 
VMs accepted by the customers with other classes of VMs, as well as by the improvement of the 
possibility of customer‟s degradations seeking to replace failed VMs. On the other hand, for AFRCE, it 
is only due to the expansion of the list of VMs that satisfied the customer‟s needs. 

Figure 5 (b) presents the rate of customers in level L1. The proposed FT-MA technique provides better 
results compared to AFRCE. This is due to the functioning of the FT-MA technique which seeks in the 
first phase of FT to recover the customer in the level L1 by replacing the failed VMs from class C1 before 
moving to other classes of VMs accepted. For No-FT, we cannot discuss the results of customers in the 
level L1 since the customers are either in the L1 level or in the recorded violation level. 
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In figure 6 (a), increasing the rate of available free VMs to 20% enables AFRCE to find more VMs that 
satisfy customer requests. This diminished the %RV by 04% compared to the same experimentation with 
a rate of free VMs of 10%. Our proposed FT-MA technique produces minimized %RV of 15% on 
average compared to AFRCE. 

The rates of customers in the level L1 presented in Figure 6 (b) demonstrate an improvement for FT-MA 
by a value between 03% and 05% as explained in the section impact of available free VMs. For AFRCE, 
the improvement is between 02% to 03%. It is due to the availability of more VMs of class C1 in the list 
of VMs that satisfy the customer's needs. 

Figure 5. Comparison Results 01 

Figure 6. Comparison Results 02 

Figure 7. Execution Time. 
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Figure 7 illustrates the time required to perform the FT-MA and AFRCE techniques. At the beginning of 
the experiment, AFRCE necessitates more time compared to FT-MA. This is explained by the number of 
replication performed when more than one VMs are available in the list of VMs that meets the customer's 
needs. On the other hand, FT-MA, benefits from the available free VMs to develop the FT by the 1st 
phase which corresponds to the direct replacing of the failed VMs. With the increase in the rate of failed 
VMs, the time required by FT-MA exceeds that of AFRCE. This is due to the number of potential 
violations resolved by FT-MA which is higher than that of AFRCE. 

5. CONCLUSION 
In this paper, we propose a fault tolerance directed by the SLA contracts in the cloud computing 
environments. The proposed model provides three fault tolerance techniques: FT-MA, FT-HC and FT-
LC. These techniques take into consideration the parameters described in a generic SLA model to ensure 
availability and performance that lead to avoid SLA violation penalties. To verify the effectiveness of 
our proposed fault tolerance, experiments were conducted using CloudSim. The three FT techniques 
were evaluated using three metrics: rate of considered SLA violations, rate of customer in the highest 
level and time. The FT-MA technique provides performance superiority compared to FT-HC, FT-LC and 
to related work in terms of considered SLA violations and rate of customers in the highest level. In the 
future work, heuristic algorithms can be incorporated to improve the VMs assignment, and we will 
endeavor to consider more SLA parameters. 
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1. INTRODUCTION (HEADING 1) 
With the great progression of social media, user reviews are constantly generated from all over the 
internet every second which are easily accessible for further analysis. Increasingly companies have been 
trying to use this information to evaluate client satisfaction, preferences and provide users with 
recommendations [1][2]. As a consequence, there is a need to build computational models to analyze 
these data. These models are needed in order to detect the user opinions with respect to products or 
services under consideration. The Online user can provide readily available textual information which 
can be used for various NLP tasks [3], sentiment analysis being one of them. This information is usually 
subjective expressions that describe reviewer's feelings toward given products and services. The user 
provides a claim about the products and services associated and often associates a sentiment, which can 
be 'positive' or 'negative' or even neutral toward the topic; Sentiment always involve the users desires and 
intents. The Goal of Sentiment analysis task is to deal with the computational understanding of the 
provided reviews using textual analysis. It tries to determine the mind-set of a user towards certain 
products and services. The user mind-set can reflect his state of mind and the intended emotional 
communication requirements. The SA (Sentiment analysis) can be used for identifying critical beliefs of 
the user about products or services by mining online user reviews. Also, it can be applied in tracking the 
shifting attitudes and interest [4][5]of the user toward products, services, public topics etc through 
mining reviews which is also quite useful. This extracted information can then be used to notify other 
customers about the emotional attitude (positive or negative) towards the product. Tracking user trends

ABSTRACT

Sentiment Analysis (SA) or Opinion Mining can help in identifying subjective information conveyed by 

user reviews for various automation tasks such as building better recommendation systems, identifying 

user trends, monitoring and customer support. This paper focus on the sentiment score detection. 

Traditional SA algorithms suffer from low accuracies in identifying true user intents. However, with the 

advent of Deep Learning many NLP tasks including Sentiment Analysis have become feasible with 

accuracies comparable to that of human experts. Additional advantage of Deep Learning in contrast to 

supervised learning is that in deep learning a manually tuned features set is not required. Deep Learning 

algorithm such as Convolution Neural Networks (CNN), Long Short Term Memory (LSTM), Recurrent 

Neural Networks (RNN) and various other have successfully been applied to SA. RNN in particular is 

well suited for this task, however most the works done over RNNs require large supervised training sets 

which are usually not available for all domains. This work proposes a new method called RNNCore which 

can make use of the pre-trained word embedding from Stanford Core NLP in conjunction with RNN to 

improve on accuracy and reduce time complexity. Comparison between the results of RNNCore, RNN and 

OneR method on the IMDB review dataset suggests that RNNCore yield 92.60% F1-measure which is a 

marked improvement of 17.74% as compared with a simple RNN approach for Sentiment Analysis. 

Keywords: Deep learning, Sentiment Analysis, Recurrent Neural Networks. 
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of product reviews is also gathering research support, as the track record can be utilized for the changing 
consumer preferences. The detection of "flames"[6], Sentiment classification will also benefit too 
heated or aggressive language in e-mails or on social networking platforms. Monitoring newsgroups and 
forums, where quick and automatic flaming detection is required, will likewise see significant gains. 
Sentiment analysis can also aid the creation of new types of search engines and recommendation 
systems, as these systems should not propose something that has received unfavorable feedback. 
However, ambiguity [7] is one of the most serious issues in the field of Computational Linguistics. This 
difficulty can only be solved if computational systems have some type of world knowledge, or at the very 
least a rudimentary dictionary or any artificial intelligence based decision support becomes possible. 
The Semantic ambiguity present in the user reviews is very strongly related to vagueness, and can never 
have well-defined meanings in all senses. Another problem is inference [8] i.e. the process to find and 
identify implicit relations. SA becomes even more complicated when its task also is to identify the 
'neutral' sentiments. Additional problem of SA is the availability of large datasets, large supervised 
training sets which are usually not available for all domains. This work tries to improve on the SA task by 
reducing the ambiguity using a pre-trained lexicon i.e. the Stanford CoreNLP [9] and inference by using 
an efficient deep learning architecture of RNN [10] on IMDB review dataset [11]. Most existing deep 
learning algorithms need manually labeled data source for the training of the algorithm, this data is 
required ascertain that the algorithm can deliver good accuracy. Thus a huge text/review corpus is 
needed for training of the deep learning algorithm for human like prediction of the input reviews. 
However, collection and then manually labeling such large corpus requires lot of resources in terms of 
time and cost as well. Also, all deep learning models require very large no. of parameter or the weight 
adjustments of the underlying neural network layers [12], the time complexity of these models is quite 
high. Furthermore, deep learning algorithms require very high end hardware, multiple GPUs, CPU and 
large RAM. Initializing the neural networks using already trained word-vectors taken from a supervised 
language model can be a good method for improving the existing neural networks such as RNNs 
performance when large corpus is unavailable. Hence, this work uses the pre-trained word embedding 
from Stanford CoreNLP in conjunction with RNN. This method is able to capture both the semantic and 
syntactic information from the user reviews, this information is very important for generalization of 
sentiment analysis task. Simply put: RNN requires structured information about the language, which is 
difficult to get from the raw data. This work combined the RNN with Word embedding model from 
CoreNLP to get better results faster. 

In addition to this general introduction, this present paper is organized into five sections. Section 1 
provides the Introduction to Sentiment Analysis problem. Section 2 gives a detailed Literature Survey of 
Sentiment Analysis methods which includes the current knowledge of Sentiment Analysis. Section 3 
focuses on the proposed methodology of RNNCore method for sentiment analysis. Result of the 
proposed RNNCore algorithm are discussed in Section 4. Based on the results of experimentation and its 
analysis, concrete conclusions have been derived in this results and analysis is shown in section 5. 

2. RELATED WORK 
The most basic method of sentiment classification is to employ a thesaurus [13] that has information 
about which words and phrases are good but which are negative. This thesaurus can be individually 
compiled or automatically obtained. Annotating corpus is normally done manually, and subsequently 
methods are used to discover sentiments about new batches of words or phrases using enormous 
collections of data. Instead of relying on the polarity of words, other techniques can focus on mining 
phrases or entire reviews. In Lexicon Based approaches [14][15][16]the lexicon-based method employs
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a sentiment thesaurus comprised of opinion terms. By comparing these terms to the remainder of the 
data, the polarity is established. To comprehend how a sentiment value or score is allocated to input text 
using neutral, negative, and positive terms from the thesaurus. The lexicon-based systems employ a 
language model, which is a collection of recognized and pre-compiled collection of sentiment terms and 
concepts. The Lexicon-Based methods are divided into two subcategories: Dictionary-Based and 
Corpus-Based. The words that are routinely gathered and then manually annotated are used [17][18]. 
The number of synonyms for a given term in the dictionary is steadily increasing. WordNet [19] is just an 
illustration of a lexicon that may be used to create a lexicon corpus called SentiWordNet [20]. However, 
these approaches cannot handle subject specific (domain) and context-based texts, which is their biggest 
flaw. The corpus-based method [21][22] provides dictionary relevant to a certain domain. These 
dictionaries generate a collection of initial judgment phrases based on the search for appropriate words 
utilizing quantitative or linguistic methodologies. Latent Semantic Analysis (LSA) [23] and similar 
methods are based on semantics using statistics [24].The more recent classification based techniques 
uses training and testing of text. Generate a training set by hand and categorize it as neutral positive, or 
negative. After that, a test is run upon the test data to ensure that the method is reliable. The fresh reviews 
may then be classified using this approach. The most extensively employed machine learning algorithms 
for sentiment categorization are Naive Bayes (NB) [25], Maximum Entropy (ME) [26], and Support 
Vector Machines (SVM) [27][28].Although providing a collection of labelled reviews to train the 
classifier is implausible, semi-supervised and unsupervised algorithms are meant to work around this. 
Also different kinds of ensemble classifiers [29][30] are also being developed for sentiment analysis. 
For performing the best classification, all the features of the best classifiers are utilized in this classifier. 

The voting rule is used to create an ensemble classifier depending upon the output of larger parts of 
classifiers, their classification is done. 

With the advent of deep learning many NLP tasks including Sentiment Analysis have become feasible 
with accuracies comparable to that of human experts. Likewise advantage of deep learning contrary to 
the supervised learning approach deep learning need manually tuned features. Deep learning methods 
such as Convolution Neural Networks (CNN) [31][32], Recurrent Neural Networks (RNN) 
[33][34][35], Long Short Term Memory (LSTM)[36] and various other have successfully been applied 
to SA. 

3. METHODOLOGY 
The proposed RNN architecture as in figure1, is trained over word embedding, which are numeric 
representations of the text. The RNN does not require manual selected features, it can identify its own set 
of features from the word embedding. Also RNN can utilize pre trained word embedding, which are 
provided by CoreNLP [37]. Thus the proposed RNN can take input corpora and word embedding (pre-
trained) as inputs to generate a sentiment score as shown in figure below. RNN is trained to generate a 
Sentiment Score in the range of (1-5) instead of polarity (-1, 1). This is done to generalize the RNN 
output so that it can be used in other applications such as recommendation systems as input. 

Figure 1:Using word embeddings for Sentiment analysis in RNNCore 
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Recurrent networks take into account not only the present input but also what they have seen in the past. 
There is an input layer, a hidden layer containing activations, and an output layer in the generalized 
architecture of a neural network illustrated above in Figure 1. It is possible to expand the number of 
layers in an RNN by having one input layer take input from another, i.e., after receiving information from 
the input layer, the first hidden layer activates the next hidden layer, and so on. Finally, the information 
arrives at the output layer, which generates the result (sentiment score). The weights of each hidden layer 
in RNN are trained separately in each epoch of training when varying lengths of reviews arrive at the 
input layer to generate sentiment score at the output layer. Before sentiment analysis is done using the 
RNN, pre-processing is one of the vital method to get efficient results. Following steps are followed in 
pre-processing stages 

3.1 Data preprocessing 
There is certain amount of irrelevant data available within the data which is collected from the user 
reviews. All arbitrary characters (such as special characters) or unreadable information is filtered out 
from the reviews. A NLP pipeline is applied for removal of this useless data. All kind of grammatical 
associations which can exist in between the reviews is outputted by the NLP pipeline. The reviews that 
contain meaningful information are recognized using this pipeline. The outcomes aren't aided through 
the facilitating filtering. Nouns, adjectives and verbs are also discovered using this NLP pipeline. The 
NLP pipe line after preprocessing has further tasks as described below: 

3.1.1 Vectorization 
The data has been changed to vector form by using the TF-IDF [38] function and find out the unique 
words from all the reviews which have been provided as input. It provides a single text file containing all 
the data needed for the tweet classification. Vector space model is the most widely used method in tweet 
representation. Vectorization model uses feature entries with associated weights for expressing the 
review information. To represent document object vector space model have been introduced. Vector 
       means that there view words and its weight in reviewed, the number of all word 
vectors.      is the weight of the entry i in review d. The review vector set is the pattern or 
data object of the review clustering. 

3.1.2 Part-of speech Tagging (POS) 
Part-of-speech (PoS) tagging lets the system identify that what Part-of-speech each word in the text 
belongs to; it may be out of following noun, pronoun, adjective, verb, and interjection and so on. The 
purpose of PoS tagger is to uncover patterns in reviews using relative frequency assessment of the 
current segment of review. 

3.1.3 Stemming and lemmatization 
The process of stemming usually involves words with their roots also known as word stems. As the stem 
related words for example "speak," "speaker," and "speaking" are rooted from one single word, "read". 
The bag of word dimensionality however is decreased. While using stemming, nevertheless, care must 
be exercised because it may exacerbate prejudice. Whenever the words "experiment" and "experience" 
are combined into one word, the skewed impact of stemming is visible. 

3.1.4 Stops-Word removal 
Prepositions, articles, and other words that serve as connectors in a sentence are examples of stop words. 
While there is no definitive list of stop words, several search engines employ several of the most popular,
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short word forms, like "the," "is," "at," "which," and "on." These words can be eliminated from the 
review before categorization since they appear often in the review and have not much effect on the 
sentence's final emotion. 

3.1.5 Tokenization into N-grams 
Tokenization is the technique of extracting a collection of words from the reviews. Words as well as other 
items are separated from the input string. Whitespace is a typical divider for recognizing separate words. 
Because user review data comprises multiple emoticons, URL links, and acronyms that can be easily 
distinguished as full entities, tokenization of social media data is far more challenging than tokenization 
of normal text. Combining adjacent words into phrases or n-grams, which can be unigrams, bigrams, 
trigrams, and so on, is standard procedure. 

3.2 RNN Based Classification 
The unique aspect of Sentiment analysis and related data is its temporal aspect associated with it. Each 
word in a sentence depends greatly on what came before and what comes after it. In order to account for 
this dependency, we need to use a sequence processing neural network. Recurrent Neural Networks in 
particular are well suited for this task. RNN are the feed-forward neural networks rolled out over time as 
such they deal with sequence data where the input has some defined ordering which gives rise to several 
kinds of architectures[39][40]. One of which is, vector to sequence models- these neural nets take in a 
fixed size vector as input and outputs a sequence of any length in image captioning like the image's 
vector representation can be an input and its output sequence is a sentence that explains the image. Now 
Sequence to vector model- is the second type neural networks in which neural nets takes a sequence as 
input and spits out a fixed length vector. As in sentiment analysis the film evaluation is considered as an 
input and the output is a fixed size vector representing how good or bad this person thought the movie 
was. Next and third one, sequence to sequence models- it is the more famous model among all and these 
neural networks takes input as a sequence and outputs another sequence. Thus Applied to Sentiment 
Analysis the input could be a sentence user query and the output can be the agent response. 

4. RESULTS AND ANALYSIS 
For the Analysis of the proposed RNNCore method IMDB review dataset [11] is utilized containing 
50,000 reviews with equal polarities. The IMDB review dataset is in the area of movie reviews which is 
ideal for testing as there are enormous online sources of such user reviews, typically with metadata that 
offers easily extractable class labels, i.e. polarity (positive or negative) . It is crucial to note that our 
approaches are not domain-specific and therefore can be easily transferable to other domains if adequate 
training data is available. Furthermore, movie reviews were shown to be more challenging to categorize 
than some other product reviews, with movie reviews being simpler to categorize than book and user 
reviews. For the analysis of the RNNCore the dataset was divided in three sizes, 10,000 reviews (10K), 
20,000 reviews (20K) and 50,000 reviews (50K) randomly. These sub datasets were further evaluated 
against OneR Classifier, Simple RNN without word embedding and the proposed RNNCore, RNN with 
pre-trained word embedding. The OneR Classifier [42] simply assigns the most frequent (i.e. the class 
with maximum no of instances) class to the instance without any learning. The OneR acts as a minimum 
base line for the classifiers. The simple RNN based classifier uses weighted sum of output vector for 
estimating the sentiment. 
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Figure 2: Validation accuracy of the OneR, RNN and RNNCore classifiers 

4.1 Validation Accuracy 
During the training, validation is done simultaneously to estimate the validation accuracy using loss per 
epoch (iteration). Mean Squared Error loss function is used to optimize a machine learning algorithm. 
This Validation Accuracy can be used to compare the models on various subsets of the datasets. 

As we can see from the results in figure 3 above that the RNNCore outperforms both baselines in all three 
subset of the datasets (10K, 20K and 50K). RNNCore works well for all the subsets providing 86.80%, 
91.80% and 93.70% validation accuracy respectively which is higher than both OneR (56.10%, 52.07%, 
and 50.00%) and Simple RNN (73.10%, 71.10% and 74.90%). On Average RNNCore provides 90.77% 
accuracy compared to 52.67% by OneR and 73.03% by RNN. RNNCore is38.1% better than OneR and 
17.74% better than RNN implementations. 

Figure 3: Precision, Recall and F1-Score of the RNNCore classifier with 10K, 20K and 50 
instances 

Experiments were further done to estimate the Precision, Recall and F1-Score [43] of the RNNcore 
algorithm figure 4. In all the metrics (Precision, Recall and F1-Score) RNNCore performed really well 
providing on average 96.07% Precision, 94.10% Recall and 92.60% F1-Score on all three datasets. 
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4.2 Comparative Time Analysis 
In terms of time complexity, RNNCore outperforms the simple RNN with twice as much efficiency. 
Table below shows the comparison between the RNN and RNNCore over the epochs used for training 
over the IMDB dataset. From 10 epochs to 100 epochs RNNCore works very well against the RNN 
implementation on average the RNN used around 19.5 minutes to train whereas the RNNCore took 
around 10.46 minutes, making RNN 46.5% slower than the RNNCore implementation. 

The chart of data as in Table 1 is used to show the difference in performance and also to show the shape of 
the curves. The shape of the curves for both RNN and RNNCore are not exponential as seen in figure 5 
and are reaching towards a peak, which is important because it shows that the algorithms take lesser 
amount of time as they achieve good accuracy. RNNCore however does this faster than the RNN 
implementation. 

Table 1: Comparison of RNN and RNNCore sentiment analysis algorithms in terms of time 
complexity (minutes) 

Figure 4: Time Complexity of RNN and RNNCore sentiment analysis algorithms 
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5. CONCLUSION 
In this paper an improved RNN based sentiment analysis method (RNNCore) was developed which 
utilized word embedding (pre-trained) to increase the efficiency of the traditional RNN network. This 
paper is focused around a novel method which can make use of such word embedding from Stanford 
Core NLP in conjunction with RNN to improve on accuracy and reduce time complexity. The RNNCore 
is applied to achieve better sentiment analysis and finds sentiment cues more accurately than the 
conventional RNN up to 17% more. For upcoming development, we would like to incorporate 
RNNCore for aiding the recommendation models, especially cross domain recommendation systems 
(CDRS). The movie review information can be used to fill the sparse cross domain recommendation 
matrix for increasing the efficiency of the traditional CDRS. 
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1. INTRODUCTION (HEADING 1) 
Computer network technology is developing very rapidly, and the impact of this rapid development 
makes the human need for services through internet access increase sharply. The increase in service 
requests and the number of users of internet services make the server often overloaded. A common way 
to overcome overload is to add a new server or add a hard disk to the database, but this costs a 
considerable amount. The solution that can solve it is the application of load balancing techniques. Load 
balancing is a mechanism for dividing compute loads into multiple servers. The goal is to optimize 
resources and increase throughput to not overload [1]–[3]. 

However, load balancing algorithms are very diverse. Therefore, selecting the proper load balancing 
algorithm will make the network have better stability because network resources must always be 
available to cope with the increasing demand for services and the number of service users. In addition, 
scalability and diversity of services on the network such as HTTP, FTP, and VoIP are also essential 
benchmarks in selecting the proper load balancing algorithms [4]. 

Software-Defined Network (SDN) is an innovation in network architecture. The concept of SDN is to 
separate the Control Plane and the Data Plane through the use of the OpenFlow protocol [5], [6]. Control 
Plane is moved out of the network device so that only the Data Plane is inside the network device [7], and 
the load balancing policy can be managed centrally through a controller. SDN centralized network 
control makes network setup easier, flexible, and faster [8]–[10]. SDN-based software makes it easy to

ABSTRACT

The popularity of Software Defined Network (SDN) is due to its ability to simplify and automate 

operational network processes to improve service performance. SDN is not only related to the separation 

of control plane and data plane, but its architecture also includes network services at other top tiers such 

as load balancing, security, and application performance. Load balancing is a technique to divide traffic 

loads equally. The correct load balancing algorithm will make the network better stable because network 

resources must always be operational and available to cope with the increasing demand for services and 

service users. Scalability and diversity of services on the network such as HTTP, FTP, and VoIP are also 

concerned with selecting the proper load balancing algorithms. SDN-based software makes it easy to 

develop and integrate with other software and hardware. This study implemented a load balancing 

algorithm using an L4-L7 load balancer connected with an SDN controller, ONOS, which automates 

traffic load sharing on a Web server, FTP server, and VoIP server. The scheduling algorithms used are 

round robin, least connection, dynamic ratio, and ratio. The test parameters used are Throughput, 

Response time, Request loss, Block call, and CPU Utilization. 
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develop and integrate with other software and hardware. SDN can also be used to change network 
behavior, make such changes automatically, and maximize network devices such as load balancing[11]. 

2. CURRENT STATE AND CHALLENGES 
The load balancing application works by dividing the load in requests given by the client to the server 
[12], [13]. The algorithms observed are dynamic ratio, ratio, round robin, and least connection. 

The dynamic ratio is an algorithm whose weight ratio is based on continuous monitoring of the server 
and, therefore, is constantly changing and performs connection sharing based on the monitored server 
performance parameters in real-time. In comparison, the ratio algorithm uses a fixed ratio parameter 
calculation for each server. The server with the highest ratio is given a more significant load. on the other 
hand, servers with smaller ratio values will be given less load [14]. The Round-Robin algorithm on load 
balancing works when receiving requests from clients will be directed to multiple servers in turn and 
sequentially from one server to another to receive load evenly [15]. While the least connection algorithm 
serves to do load sharing based on the number of connections being served by the server. The server with 
the least connection will be given the next load [16]. 

In research [1], [17], it has been proven that the selection of the correct load balancing algorithm 
provides improved performance of Web Server, FTP Server, and VoIP services on conventional 
networks. In SDN-based networks dedicated to high scalability networks, the use of load balancing 
algorithms is interesting to research in more depth. 

Additionally, research [6], [18] uses Mininet to create virtual network environments for evaluation. 
However, it turns out that the use of Mininet does not reflect the actual overhead. Therefore, this research 
spread experimental environments and built experimental platforms using real hardware [19]. Sdn 
controller implementation handles datalink layers to network layers only, while integrating with F5 can 
add SDN controller capabilities to handle from transport layer to application layer [14]. 

However, SDN implementation has a challenge: how the strategy is to provide good performance 
results. This study implemented load balancing in the transport layer to the application layer using the F5 
application. F5 is used to enable applications and networks to communicate with each other. Then, 
analyze four load balancing algorithms on SDN-based networks consisting of MikroTik switch that act 
as data plane and ONOS as controller. ONOS is a variant of the SDN controller that uses the Java 
programming language that takes advantage of the Open Service Gateway (OSGi) framework initiative. 
With this framework, it will be more accessible when installing and updating applications [20], [21]. 

3. SYSTEM DESIGN AND IMPLEMENTATION 

A. System Design 
The network topology design implemented in this study can be seen in figure 1. There are two MikroTik 
routers set as OpenFlow switches and connected to the ONOS controller. The switch only serves as a 
data plane, while the control plane function becomes centered in the controller. The ONOS controller 
feature used in this study uses a reactive forwarding application that serves to allow or reject data traffic 
on SDN networks. On servers 1 and 2, each has three virtual servers with different services. Each servers 
consist of web services with http protocol, FTP for file transfers, and SIP for VOIP services. For testing, 
the number of clients accessing the server will increase to see network performance. The addition of the 
client is done by a traffic generator that will provide a request to the server. 
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Figure 1. System Design 

The software used in this study includes: 
 • ONOS-2.0.0 as SDN controller. 
 • F5-BIG-IP-12.1.4 LTM sebagai virtual load balancer. 
 • Ubuntu 16.04 as a server and client operating system. 
 • VMware is software for virtual machines that run many operating systems in one hardware. 
 • Nginx as Web server software. 
 • Proftpd as FTP server software. 
 • Asterisk as a VoIP server software. 
 • Httperf is the software used to generate requests on the webserver service. 
 • Jmeter Application serves to generate traffic for the FTP service. 
 • SIP serves as a call generator on the VoIP server service. 

B. Load Balancing Algorithms 

The load-feeding scenario on the server using four compared algorithms is as follows: 
1) Round Robin. Server load on the round-robin algorithm is done by dividing the request load 

and sequentially from server 1 to server 2. 
2) Least Connection. Server load on the least connection algorithm is done by dividing the load 

based on the number of requests served by the server. The server with the least requests will be 
given the next load. Otherwise, the server with many requests will be redirected load to the 
server with a lower load. 

3) Dynamic Ratio. Server load on dynamic ratio algorithm is done dynamically by looking at the 
fastest node response. Dynamic ratio algorithm testing disposes of requests to servers with the 
same  significant CPU and memory specifications. The dynamic ratio algorithm will load 
dynamically by looking at the CPU and memory conditions of both servers. Dynamically 
loading is helpful for the more balanced performance of each server. 

4) Ratio. The ratio algorithm distributes requests to servers that have the same significant CPU 
and memory specifications. The ratio algorithm performs load sharing evenly between the 
two servers used. C. Test Scenarios 
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We are testing four load balancing algorithms on SDN using web servers, FTP servers, and VoIP servers. 
Testing is conducted to obtain throughput parameters, response time, and request loss on web server 
services and FTP servers. While the measurement of services on VOIP server using block call 
parameters. 

As in Table 1, it appears that in the webserver service is done testing by giving load to the server as many 
as 200 requests, 400 requests, 600 requests, 800 requests, and 1000 requests. step-by-step request 
generation using HTTP software. 

The FTP server service is done testing by doing file transfer upload and download with a file size of 
653.5 KB as much as 10 file transfers, 20 file transfers, 30 file transfers, 40 file transfers, and 50 file 
transfers. This scenario using Jmeter application. 

The VoIP server service will be tested by creating calls as much as 10 cps, 15 cps, 20 cps, 25 cps, and 30 
cps within one minute using SIPp software. In the test, 30 tests were conducted to get maximum results. 

TABLE I. TEST SCENARIOS 

1. PERFORMANCE EVALUATION AND EXPERIMENTAL RESULT 

A. Controller Testing 
In testing, the controller is done to determine if all devices can already communicate with the controller, 
in Figure 2. Controllers can recognize all devices connected to the controller according to the topology 
used in this study, such as clients, switches, and server load balancers. For Web server, FTP server and 
VoIP server are integrated by load balancer server, so the controller does not monitor it. Then done test 
connectivity to know the data plane device and controller is running well so that the host connected with 
the data plane device can communicate. 

Figure 2. Onos controller interface 
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B. Web Service Performance Evaluation 

1. Throughput 
Throughput measurement in web service aims to know the server's ability to provide services to the 
client. In this parameter, the more significant the throughput value, the better the load balancing 
performance. Figure 3 shows that the dynamic ratio algorithm provides better throughput when the 
number of requests is still below 600, although it is not very significant compared to the ratio algorithm. 
However, when the number of requests is getting bigger, it turns out that the ratio algorithm can 
outperform other algorithms. This condition proves that sharing the load to other servers when the 
service request increases has a significant effect on throughput value. In addition, the more accessible 
load balancing settings performed at SDN make the load balancing algorithm based on ratio settings 
superior to others. 

Figure 3. Throughput measurement results on web service 

2. Respon Time 
Measurement of response time on the web service aims at how quickly a server can respond to request 
packets from the client. The smaller the response time number, the faster the server responds to clients. 
Figure 4 shows that the round robin algorithm is faster when the number of requests is still below 800, 
although it is not very significant compared to the least connection algorithm. However, when the 
number of requests is getting bigger, it turns out that the least connection algorithm can outperform other 
algorithms. This condition proves that when a service request increases, it dramatically affects how it 
takes the server to respond to user requests. 
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Figure 4. Measurement results of time response on web service 

3. Request Loss 
The measurement of request loss on the web service aims to determine the number of request failures that 
the server cannot serve. The smaller the number of the request loss, the more reliable the server responds 
to requests from the client. Figure 5 shows that the dynamic ratio and ratio algorithms are more reliable 
because 1000 requests did not occur until the experiment. While at the time of the request above 800, the 
failure rate o,46% occurs in the round-robin algorithm but is still below the threshold of request loss 
allowed. 

Figure 5. Measurement results of request loss on web service 

4. CPU Utilization 
CPU utilization measurement in web service aims to observe resources used to run the client's request 
service process. The smaller the number of CPU utilization, the fewer resources used. 
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Figure 6 shows that the dynamic ratio and ratio algorithm is more wasteful although still below 8.5%, 
compared to algorithms round robin and least connection that looks more optimal. The least connection 
algorithm can reduce a load of each server more optimally than other algorithms. The smaller the CPU 
value obtained, it can reduce the occurrence of overload in the server. 

Figure 6. Results of measuring CPU utilization on web services 

C. FTP Service Performance Evaluation 

1. Throughput 
Throughput measurement in FTP service aims to know the server's ability to provide services to the 
client. In this parameter, the more excellent the throughput value, the better the load balancing 
performance. Figure 7 shows that the round-robin algorithm provides better throughput than other 
algorithms as the number of transfer files increases. It is because the time it takes to serve all file transfers 
is more stable and constant on the appeal of web servers. 

Figure 7. Throughput measurement results on FTP Service 

2. Respon Time 
Measurement of response time in FTP service aims at how quickly a server can respond to the client. The 
smaller the response time level, the faster the server responds to the clients. Figure 8 shows that the value
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Figure 8. Response time measurement results on FTP Service 

3. Request Loss 
The measurement of request loss on the FTP service aims to determine the total of request failures that 
the server unserved. The smaller the value of the request loss, the more reliable the server responds to 
requests from the client. Figure 9 shows that the algorithm shows that dynamic ratio and ratio algorithms 
are more reliable because there are no failures. While the highest request loss when generating 50 
transfer files occurred in the round-robin algorithm of 0.66 %, while the algorithm at least connected 
0.4% but still below the threshold of request loss allowed. 

Figure 9. Measurement result of request loss on FTP Service 

5. CPU UTILIZATION 
CPU utilization measurement in FTP service aims to observe resources used to run the client's request 
service process. The smaller the number of CPU utilization, the fewer resources used. Figure 10 shows 
that dynamic ratio and ratio algorithms are better when compared to around robin and least connection 
that looks more wasteful. Dynamic ratio algorithms can reduce a load of each server more optimally than 
other algorithms. The smaller the CPU value obtained, it can reduce the occurrence of overload in the 
server. 
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Figure 10. CPU Utilization measurement results on FTP Service 

D. VoIP Service Performance Evaluation 

1) Block Call 
To generate traffic load on the VOIP server service, we used the SIPp Tester application. Traffic load in 
the form of calls per second is generated in stages to see the server's performance. The process of using 
the SIPp Tester can be seen in Figure 11. 

Figure 11. Loading Process Using SIPp Tester 

Figure 12 shows that the increasing number of VoIP calls and the number of blocks calls also increased 
but still below 1% for all algorithms used. From the test results, it can be seen that at the most significant 
traffic load (30 cps), the Round robin algorithm has the highest block call, which is 0.96 percent, then the
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Figure 12. Block call measurement results on VOIP Service 

2. CPU Utilization 
CPU utilization measurement in VoIP service aims to observe resources used to run the client's request 
service process. The smaller the number of CPU utilization, the fewer resources used. Figure 13 shows 
that the dynamic ratio, least connection, and ratio algorithms are better when compared to around robin 
Algoritma that looks more wasteful. The least connection algorithm can reduce a load of each server 
more optimally than other algorithms. The smaller the CPU value obtained, it can reduce the occurrence 
of overload in the server. 

Dynamic Ratio is 0.66 percent, and the Algorithm Ratio is 0.53 percent. The least connection algorithm 
produces the smallest call block among the other four algorithms, which is 0.46 percent. It can be seen 
that the Round robin algorithm will experience a significant increase when the traffic load on VOIP 
services increases 

Figure 13. CPU Utilization measurement results on VOIP service 

4. CONCLUSION 
The selection of the correct load balancing algorithm will make the network have better stability because 
network resources must always be operational and available to cope with increasing service requests and 
the number of service users. Based on the tests done, the service on the web server will provide better
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throughput when using the dynamic ratio algorithm, but if the number of requests is more than 800, it is 
better to use the ratio algorithm. However, it turns out that even though the throughput is high, the 
response time of the ratio and dynamic algorithms is still slower than the least connection, but it is still 
below the permitted threshold. As for the FTP service, it can be seen that the round-robin algorithm is 
superior to the throughput parameter but has a weakness in overcoming request loss at a high number of 
requests. Then for VoIP services, it is shown that the dynamic ratio and ratio algorithms provide more 
reliable performance in controlling the increase in the number of service requests. From the 
measurement results, it can be concluded that the load balancing algorithm selection is strongly 
influenced by the characteristics of the service passed and also the parameters that are the priority. There 
is no superior algorithm in all measurement strategies. Currently, the implementation of SDN is still 
using a single controller architecture. Subsequent research will explore a larger scale of SDN 
implementation in the distributed data plane and control plane layers. 
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1. INTRODUCTION 
Money counterfeiting is defined as the illegal duplication of currency to deceive recipients [1]. It is a 
prevalent threat and problem to any fiscal and economic system due to its ill effects. Counterfeited 
money deflates the value of a genuine currency, which inflates the prices of goods due to an unbalanced 
money distribution within the economy [2]. Due to the emergence of advanced technologies like 
computer vision and digital imaging in modern money counterfeiting, there is a need to design a solution 
in combatting it [1]. 

Among the many modern solutions in combatting money counterfeit is ultraviolet rays [3]. Production 
of modern banknotes includes anti-copying features like unique lines and decorations that glow when 
exposed to ultraviolet light. Although this method is simple and effective at small scale, it is tedious at 
large scale and heavily rely on manual labor and the subjective money counterfeit perception of human 
[4]. 

Image processing techniques are among the most studied and proposed solutions in combatting money 
counterfeiting [5]. One of these techniques is the Canny Edge Detection that processes a grayscale image 
to detect edges and suppress noise. In the paper of Ballado et al. [6], the suspected bill image is compared 
to an authentic reference image of a Philippines peso bill to check if the bill is genuine or not. Similarly, 
the study of Ankush Singh [7] improved the Canny Edge Detection for money counterfeit by adding 
segmentation and feature extraction. Although image processing techniques are effective for counterfeit
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money detection, they are computationally inefficient, tedious, and rely on the subjective perception of 
humans for feature extraction. 

The disadvantages of using image processing techniques for counterfeit money detection turned most of  
the recent studies to convolutional neural networks (CNN) [6, 8]. CNN is a deep learning technique that 
allows a system or model to learn from a large dataset through its heuristic approach [9]. The study of 
Kamble et al. [10] uses CNN to model counterfeit money detection in Indian rupees. Their model 
achieved an accuracy of 86.5% by designing a handcrafted CNN architecture. The paper of Kumar et al. 
[11] achieved an accuracy of 96.6% in detecting counterfeited Indian currency notes by adapting a three-
layered CNN architecture. However, their methods are inadaptable to several currency platforms due to 
the scarce of well-studied banknote datasets. Furthermore, Larsen-Freeman and Alejo et al. [12, 13] 
suggested using transfer learning or domain adaptive learning methods for classification modeling on a 
limited dataset. 

Transfer learning is a domain adaptive deep learning technique that reuses a pre-trained model of one 
task to a new task with a different or small dataset [12, 14]. In the process, transfer learning uses the upper 
layers of the convolutional neural network as feature extractors without changing the weights except for 
the class values in the lower-most layers [13, 15]. 

Recently published banknote counterfeit detection and recognition studies utilized transfer learning as 
their main method. One of these is the paper of Pachon et al. [16] that utilizes the pre-trained (a)AlexNet, 
(b)SqueezeNet, (c)ResNet-18, (d)Inception-v3, and (e)customized CNN architecture for Colombian 
banknote counterfeit detection. Their transfer learning method achieved a validation and training 
accuracy of (a)99.86%, (b)99.88%, (c)100.00%, (d)99.97%, and (e)99.86% respectively. The transfer 
learning methods of Linkon et al [17] uses the pre-trained (a)ResNet-152-v2, (b)MobileNet, 
(c)NASNetMobile for Bangladeshi banknote counterfeit detection and achieved a testing/validation 
accuracy of (a)98.88%, (b)88.65%, and (c)100.00% accordingly. Rajendran and Anithaashi [18] transfer 
learning on pre-trained (a)AlexNet, (b)GoogLeNet, and (c)VGG-16 for Indian banknote counterfeit 
detection. Their method achieved a validation/testing accuracy of (a)95.00%, (b)88.00%, and 
(c)100.00%. On a similar note of the works in [18], the papers of Yildiz et al. [19] and Almisreb and Saleh 
[20] use the same pre-trained architectures on transfer learning for Bosnian Mark banknote counterfeit 
detection. The works of Yildiz et al. achieved a validation/testing accuracy of (a)99.68%, (b)97.36%, 
and©)99.88%, while the works of Almisreb and Saleh achieved a validation/testing accuracy of 
(a)95.24%, (b)88.65%, and (c)100.00%. Pham et al. [21] use the pre-trained (a)AlexNet and (b)ResNet-
18 on transfer learning for the detection of the counterfeited Indian rupee, Korean won, and U.S. dollar 
bills. Their study achieved a validation/testing accuracy of (a)97.93% and (b)97.69%. Schulte et al. [22] 
use transfer learning with pre-trained Inception-v3 on several training configurations to detect 
counterfeited Euro bills. Their paper achieved a validation/testing accuracy of 100.00%. Although these 
studies show promising results, no studies use the transfer learning method on Philippine banknotes, and 
real-time counterfeited money detection and application. Moreover, there is no existing study or 
published dataset that contains Philippine peso bills. 

This paper explored the convolutional neural network model of ResNet-18 for a counterfeited money 
detection system through a limited image-set and domain adaptive learning method in the context of the 
Philippine banknotes. Moreover, this paper selected ResNet-18 architecture due to its performance in 
the preliminary study of Villanueva et al. [21] over AlexNet and VGG16. 
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The main goal of this paper is to determine the adequacy of ResNet18 for Philippine banknote 
counterfeit detection. Specifically, this study aimed to (1) produce a banknote image-set consisting of 
five-hundred and one-thousand Philippine peso bills; (2) investigate CNN in the context of counterfeited 
Philippine banknote detection through ResNet-18 and transfer learning; (3) determine the training and 
validation accuracy of the CNN model for counterfeited Philippine banknote detection and; (4) 
determine the testing/validation accuracy, specificity, precision, sensitivity, and F1-score of the trained 
model on a real-time counterfeited Philippine banknote detection system or application, and (5) provide 
a fair comparison of the transfer learning method of this study in terms of testing/validation accuracy 
over the recently published transfer learning methods in [16 – 22]. 

The rest of this paper is structured as follows: Section 2 tackles the used procedures and methodology of 
the paper. Section 3 discusses the study results and the performance comparison of the proposed method 
towards other existing methods. Lastly, section 4 shows the conclusion of the study. 

2. METHODOLOGY 
This study's methodology consisted of four successive phases: (1) Input Dataset, (2) Pre-processing, (3) 
Training and Modeling, and (4) Classification, as shown in figure 1. The following subsections below 
briefly discuss each of these phases as used in this study. 

Figure 1. Deep learning pipeline of this study.

A. Dataset and image collection 
Dataset and image collection is the first phase of the methodology of this study. The dataset of this study 
consisted of 782 raw images with 391 each are genuine and counterfeited five-hundred and one-
thousand Philippine peso bills. The method of this paper manually extracted and collected these images 
as JPEG from the web. Figure 2 shows a sample raw image of both genuine and counterfeited Philippine 
peso bills of the used dataset. Additionally, figure 3 shows the security features of the current genuine 
Philippine peso bill. 
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Figure 2. Deep learning pipeline of this study.

Figure 3. Front (top: 1. Watermark, 2. Baybayin script, and 3. Security thread) and back 
(bottom) security features of a Philippine peso bill.

B. Image cropping 
Image cropping of this study aimed to eliminate all the unwanted information or pixels of the images in 
the dataset. 

The proponents of this study manually accomplished this process using Adobe Photoshop. The output of 
this process is a dataset of Philippine banknote images without unnecessary pixels, as shown in figure 4. 

Figure 4. SamplePhilippine banknotedataafter image cropping.
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C. Dataset splitting and labeling 
This study randomly partitioned the used dataset by 80% training or 626 images, 10% testing or 156 
images, and 10% validation or 156 images. Each partitioned image-set contains an equal number of 
authentic and counterfeited images of the five-hundred and one-thousand Philippine banknotes. 

This study labeled the images in a CSV file which contains the filenames of the images and their 
respective classes. Counterfeited images are represented by zero (0), while authentic images are 
represented by one (1). This study uses Google Colab, Python programming language, and Microsoft 
Excel to accomplish this process. 

D. Dataset augmentation 
The purpose of this process in this study is to increase the statistics of the used training dataset and 
minimize the occurrence of overfitting on the trained models. This study resized the training dataset by 
229×229 pixels, cropped in all sections by 224×224 pixels to satisfy the input requirements of ResNet-
18 architecture, and randomly rotated by 1 to 10 degrees with default. This study performed these 
processes on Google Colab with Python programming language. Figure 5 shows the sample output of 
these processes. 

Figure 5. Sample output of dataset augmentationon the use dataset.

E. Training and Modeling 
This study uses a pre-trained ResNet-18 model to develop a Philippine banknote counterfeit detection 
model through the domain adaptive approach of CNN or transfer learning. The proponents of this paper 
considered only the ResNet-18 architecture due to the initial findings of Villanueva et al. [23] in their 
study over AlexNet and VGG-16. This study accomplished the transfer learning modeling of this phase 
by fine-tuning the last three layers of ResNet-18 and replacing its final layer with a new sequential layer, 
as shown in Table I. 

TABLE I. STRUCTURAL LAYERS OF RESNET-18 
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The standard ResNet18, as used in this paper, consisted of only nine layers. Through transfer learning, 
the frozen layers of ResNet-18 are layers 0 to 6, while layers 7 to 9 remain unfrozen to learn and extract 
the features of the preprocessed and augmented 626 training images. Furthermore, this study modified 
the last layer of the pre-trained ResNet-18 to recognize only the classifications of the used dataset, which 
are genuine and counterfeited Philippine bills. This study accomplished this training and modeling 
process on Google Colab-GPU with Python programming language, Tensorflow2.0/Keras, and the 
modeling configuration as shown in Table II. 

TABLE II. TRAINING CONFIGURATION OF MONEY COUNTERFEIT CLASSIFIER 
TRAINING 

F. Classification and the web-based application 
The classification phase of this study consisted of two procedures: (1) validation and (2) testing. This 
phase aimed to determine the performance of the developed Philippine banknote counterfeit detection 
model using the 156 testing and validation images. This study determined the testing accuracy of the 
developed model coincidentally of the model training. In contrast, this study determined the validation 
accuracy using the output generated from the developed application with the developed model 
embedded in it and confusion matrix scores by Equations 1 to 5. 
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Figure 6. Counterfeit Money Detection Application

The developed counterfeit money detection system is a web-based application that can run on any 
camera-equipped computing device. The proponents of this study developed the web application using 
HTML, Python programming language, and Flask. Testing using the web application may be done by 
uploading an image from the test dataset or an image captured by an embedded camera. Furthermore, 
this paper uses the validation dataset to assess the trained model on the developed system. Figure 6 
shows the interface of the developed web application of this study. 

3. RESULTS AND DISCUSSION 

A. Training and testing result 
This study took 11 minutes and 44 seconds to train and model the Philippine banknote counterfeit 
detection model using the train dataset. The trained model achieved a training accuracy of 100.00% and a 
testing accuracy of 99.59% . These statistics, despite of the currency of the used dataset, are lower than 
the best performing models of the papers of Pachon et al. [16], Linkon et al. [17], Rajendran and 
Anithaashri [18], Yildiz et al. [19], Almisreb and Saleh [20], Pham et al. [21], and Schulte et al. [22], as 
shown in Table III. Among of the factors that affect these results are the number of the used dataset or the 
training configurations. 
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TABLE III. COMPARATIVE TESTING ACCURACY RESULTS OF THIS STUDY OVER 
OTHER STUDIES' RESULTS 

B. Validation result 
This study validated the trained Philippine banknote counterfeit detection model using nine (9) random 
counterfeited bill images and 11 authentic bill images in the validation dataset and uploaded each onto 
the developed web application. The trained model achieved perfect true positive and negative scores of 
nine and 11, respectively. Extensionally, the trained model achieved a score of 100% in terms of 
validation accuracy, specificity, precision, sensitivity, and F1-score despite having a lower testing 
accuracy than the results of relevant literature. Table IV shows the classification results of the model 
through the developed web application over the actual label of the 20 extracted validation images and the 
computed performance metrics of the trained model using Equations 1 to 5. Moreover, figure 7 shows 
the samples of the actual validation results using the developed web application of this study. 

TABLE IV. CONSOLIDATED VALIDATION RESULTS OF THE MODEL 
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4. CONCLUSION 

Figure 7. Samples of the actual testing results of the model on  the developed web application.
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Presented in this paper is a method for detecting counterfeited money in the context of Philippine peso 
bills. Due to the disadvantages of previous approaches and the absence of studies that utilize the domain 
adaptive learning approaches and well-studied money counterfeit datasets, this paper proposed a 
counterfeit banknote detection using transfer learning with a Philippine peso bill dataset. 

This study investigated the use of transfer learning through ResNet18 for Philippine banknote 
counterfeit detection. It also determined that the trained model from ResNet18 achieved a training and 
testing accuracy of 100.00% and 99.59%, respectively. This study also determined that the trained model 
scored 100% on validation accuracy, specificity, precision, sensitivity, and F1-score while using a web 
application. Overall, ResNet18 is adequate for Philippine banknote counterfeit detection despite having 
a lower testing result than the other relevant studies. 

For further studies, investigating the same method using the other pre-trained CNN architectures and 
transformer networks using the same Philippine banknotes dataset and alike should be explored. 
Additionally, the scarce Philippine money counterfeit dataset hinders other researchers from conducting 
further the same study; hence, there is a need to establish a dataset consisting of different banknote 
images of each country. 
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