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Review on Prediction of Epileptic Seizure from EEG Signal By DWT 
and Ann Technique

1 2Deepali Khandekar, Prof. Patil S. P
1,2 Department of Electronics and Telecommunication Engineering 

BMIT, Solapur (M. S.) India.

A B S T R A C T

1. Introduction

EEG is the most useful and cost effective and successful tool in neuroscience to diagnose diseases and 

neurological disorders which is caused due to the electrical activity within brain. Epilepsy is one of the 

most serious neurological disorders. About 50 million people world-wide are suffering from epilepsy 

and each year, 2.4million new cases are estimated to occur globally. In most of the adult patients, it 

occurs in the mesial temporal structures such as hippocampus, amygdale, and parahippocampal gyrus. 

It is characterized by recurrent seizures, transient impairments of sensation, thinking, and motor 

control, caused by sudden excessive electrical discharges in a group of brain cells.

Epilepsy is the most common neurological disorder which is characterized by sudden and recurrent neuronal 

firing in the brain. It can be detected by analyzing EEG of the subject. Electroencephalograms (EEG) are 

signal records of electrical activity of brain neurons. It can easily display wave patterns like alpha, beta, delta, 

etc according to human behavior. Prediction of EEG signals has core issues on EEG based brain mapping 

analysis. EEG, which is a compulsive tool, used for diagnosing neurological diseases such  as  epilepsy, 

besides of techniques  such as  magnetic  resonance and brain tomography (BT)  that are used for diagnosing 

structural brain  disorders. EG input signals are in stationary and non-stationary form. It is very difficult to 

predict it. Various comparison and classification techniques are used to measure irregularities present in the 

EEG signals. This paper describes a novel approach for forecasting epileptic seizure activity, by classifying 

these EEG signals. The decision making consists of two stages; initially the signal features are extracted by 

applying wavelet transform (WT) and then an artificial neural network (ANN) model, which is a supervised 

learning-based algorithm classifier, used for signal classification.[3]

Wavelet transform is the effective method for time frequency representation signal analysis. The classification 

of EEG signals has been performed using features extracted from EEG signals. The performance of the 

Artificial neural network is used for signal classification and tests carried out by hidden layer.

Keywords—Electroencephalography, EEG signal, Dwt , ANN Feature Analysis, Prediction of EEG



The electrical activity of active nerve cells in the brain produces currents spreading. These currents 

reach the scalp surface, and resulting voltage differences on the scalp can be recorded as the 

electroencephalogram. Thus it is the recording of electrical activity along the scalp produced by the 

firing of neurons within the brain. The EEG records can easily display these electrical discharges as a 

rapid change in potential differences. Thus, neurologists invariably use EEG records to investigate 

suspected seizure phenomena.[7]

Epileptic seizures are sudden abnormal function of the body, with loss of consciousness, an increase in 

muscular activity or an abnormal sensation. There is use of wavelet based features for the classification 

between normal and seizure EEG signals.

Thus neurologists invariably use EEG records to investigate suspected seizure phenomena ejection of 

a seizure attack. EEG input signals are in stationary and non  stationary form. There are various 

comparison and classification techniques are used to measure irregularities present to predict EEG 

signals. The detection of epilepsy is possible by analyzing EEG signals. [4]

II. Data Description  

Data collection is a process of gathering information from a variety of sources. In this paper data from 

EEG signal of approximately 40 to 50 patients is collected and used to train Ann network model. Each 

EEG signal consists of 309000 data points. This data points are further divided with set of 154 each 

contains 2000 data points. The energy is extracted from these data packets for further analysis.

Methodology

Signals originated due to muscle movements are another artifact. The first step is to preprocess the data 

to remove artifact slow and high frequency components. The next step is to process the filtered signal 

and extract features that represent or describe the status and conditions of the system. Such features are 

expected to distinguish between normal and seizure.

Preprocessing:

Data preprocessing transforms the data into a format that will be more easily and effectively processed 

for the purpose of the user. There are a number of different tools and methods used for preprocessing 

such as sampling, de-noising, filtration, normalization etc. In this stage detailed frequency content is 
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obtained by NFFT (Nyquist Fast Fourier Transform) which is considered in EEG Signal. The high 

frequency components are removed from the EEG signal and low frequency signals are allowed to 

pass. The Low Pass Filter is designed according to the Specification and Parameters. At the end of 

preprocessing stage we obtained new filtered signals.

Fig 1 : Functional Modulus of EEG Preprocessing System
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III. Design and Implementation Wavelet Transform (WT)

The wavelet transform (WT) is designed to address the problem of non-stationary signals. The main 

advantage of the WT is that it has a varying window size, being broad at low frequencies and narrow at 

high frequencies.

Spike parameters extracted from the EEG signal, such as slope and sharpness, are presented to the 

ANNs for training and testing. The selection of the parameters is very important task for success of such 

types of system. The EEG signals, consisting of many data points, can be compressed into a few 

features by performing spectral analysis of the signals with the WT. These features characterize the 

behavior of the EEG signals. Using a smaller number of features to represent the EEG signals is 

particularly important for recognition and diagnostic purposes. The window size of 20 points (100 ms) 

produced successful results [8- 10]. Later, this window was extended to 30 points (150 ms) for further 

improving detection accuracy.[4]

Feature Extraction

Feature extraction is the process of defining a set of features, or image characteristics, which will most 

efficiently or represent the information that is important for analysis and classification. The last step is 

the classification and diagnostics. In this step, all the extracted features are submitted to a classifier that 

distinguishes among different classes of samples, for example, normal and abnormal. In the seizure 

detection problem this step is  the classification between normal and seizure EEG signals. Selection of 

appropriate wavelet and the number of decomposition levels is very important in analysis of signals 

using the WT. The number of decomposition levels is chosen based on the dominant frequency 

components of the signal. Thus, the EEG signals were decomposed into details D1–D4 and one final 

approximation, A4. The smoothing feature of the Daubechies wavelet of order 6 made it more suitable 

to detect changes of the EEG signals [2].Therefore, the wavelet coefficients were computed using DB 6.

The computed detail and approximation wavelet Coefficients of the EEG signals were used as the 

feature vectors representing the signals. The EEG signals were decomposed into time–frequency 

representations using discrete wavelet transform and statistical features were calculated[4].

In this stage filtered signal is Selected for feature extraction and DB6 level, applied to extract the feature 

on selected signal. Wavelet Energy is recorded after summing of detail coefficients. Then we can plot 

three subplots for detail, approximate and moving window number.
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Fig 2: Detail and approximate feature extraction.

Artificial Neural Network:

A neural network consists of an interconnected group of artificial neurons, and it processes information 

using a connectionist approach to computation. Neural networks are used for modeling complex 

relationships between inputs and outputs or to find patterns in data.

In this ANN approach the neural network is prepared Artificially by training it through giving various 

Inputs of EEG pattern such as Normal patients, Brain death, slow wave and Epilepsy etc. Neural 

Network gets trained for these various types of Inputs according to feature extraction, wave pattern and 

energy values. The trained model is  checked tested for its efficiency up to acceptable level and then the 

completed Model is now can be used for actual testing and reorganization of unknown patients EEG 

pattern for different types o diseases as mentioned above.[4]

Table 1: Result of ANN trained data pattern (Classification and Training stage)

IV. Result
 

Target Pattern 
to the ANN

 model

 

Answer given by the ANN 
model at trained stage

 

Answer as per 
algorithmic

 absolute value

 

Error
 

Display 
Remark

 
1.00

 

0

 

0

 

0.9593

 

-0.0189

 

0.0616

 

1

 

0

 

0

 

0

 

0

 

0

 

Normal

 
0

 

1.00

 

0

 

-0.0210

 

0.9763

 

0.0452

 

0

 

1

 

0

 

0

 

0

 

0

 

Brain

 
Death

 
 

0

 

0

 

1.00

 

0.0415

 

0.0187

 

0.9371

 
 

0

 

0

 

1

 
 

0

 

0

 

0

 

General

 

Epilepsy
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Accuracy of     
Algorithm for 
Brain death 
Disease (a)

Accuracy of     
Algorithm for  

Normal(b)

Accuracy of 
Algorithm for 

General 
Epilepsy(c)

Accuracy of 
Algorithm 
for Slow 
wave (d)

Accuracy of 
Algorithm 
for Focal 

Epilepsy(e)

Calculated Avg. 
Accuracy ( = 
a+b+c+d+e ) 

5

100% 100% 90% 100% 100% 98.00%

Table 2 : Summery of Result / Accuracy of ANN Algorithm

Fig 3: Energy Values for Patient under test (Disease detection stage)

V. Conclusion

This work presents a new method to calculate the features in the wavelet packet space, called as 

wavelet packet features. The aim is to demonstrate the application of wavelet method to analysis of the 

segment of spontaneous EEG. This application may turn especially useful for studying EEG 

synchronization in conditions with certain limitation for long duration records. Thus Wavelet 

coefficients were used as feature vectors identifying characteristics of the signal. Selection of 

appropriate wavelet and the number of decomposition levels is very important in analysis of signals 

using the WT to remove dominant frequency. 

Selection of the ANN inputs is the most important component of designing the neural network based 

on pattern classification since even the best classifier will perform poorly if the inputs are not selected 

well.
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Input selection has two meanings: (1) which components of a pattern, or (2) which set of inputs best 

represent a given pattern [8]. The first-level networks were implemented for the EEG signals 

classification using the statistical features as inputs. To improve diagnostic accuracy, the second-level 

networks were trained using the outputs of the first-level networks as input data. Three types of EEG 

signals recorded from healthy volunteers, epileptic patients, patients with brain death disease were 

classified. ANNs do not need any specific rules but only examples for training. Thus, ANNs offer an 

attractive solution to recognition and classification tasks where complete rules cannot written.

VI.  Future Scope

Developing algorithms by combining ANN models and Fuzzy logic is another approach in classifying 

extracted features of EEG signals. Neuro-fuzzy systems are fuzzy systems, which uses the ANNs 

theory in order to determine their properties (Fuzzy sets and fuzzy rules) by processing data samples. 

By replacing the extreme values of wavelet coefficients with suitable percentiles, the classifiers gave 

better classification accuracy. The high overall classification accuracy obtained verified the promising 

potential of the proposed classifier that could assist clinicians in their decision making process. The 

task of epileptic seizure prediction [8] is another interesting task where it requires the classifier to 

differentiate between pre-ictal and inter-ictal data. A major drawback of the existing wavelet neural 

networks is that their application domain is limited to static problems due to their inherent feed forward 

network structure. In the future, a recurrent wavelet neural network will be proposed for solving 

identification and control problems.
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A B S T R A C T

1. INTRODUCTION TO DISTINGUISHABILITY

Definitions

The distinguishability of an EIT instrument has many possible definitions. [1] talks about an 

inhomogeneous conductivity distribution being distinguishable from a homogeneous conductivity 

distribution and suggests the term distinguishability, pointing out its similarity to another term, 

visibility, used by [2]. [3] defines distinguishability as the “ability of a pattern of currents to distinguish 

between two conductivities”. Distinguishability is thus synonymous with discrimination – an 

important characteristic of any measurement system [4]. Distinguishability is generally defined in 

literature as the change in the boundary voltage levels, caused by the change in the conductivity 

distribution of the subject [5, 6]. Conductivity changes must themselves be defined in terms of both 

conductivity contrast and spatial extent (figure 2 in [7]).

An important aspect of an EIT (Electrical Impedance Tomography) instrument's performance is its 

Distinguishability, i.e. effectiveness in discriminating the conductivity contrasts present in the object being 

probed, in the presence of measurement noise. A comparison of the value of distinguishability with that of 

measurement noise is critical, as good detection capability due to high distinguishability can be masked by the 

large noise present in the EIT instrument. This paper suggests a newly-coined term distinguishability-to-noise 

ratio (DNR), which is the value of distinguishability divided by that of measurement noise. It is proposed that 

DNR which quantifies the comparison of distinguishability with the measurement noise, would be useful in 

determining the capability of an EIT system to detect conductivity contrasts. For the EIT instrument FEITER 

(functional EIT of Evoked Responses), measured values of distinguishability and DNR have been presented, 

and the reconstructed images have been analyzed in this context, showing that the lower is DNR, the higher is 

the error in the size of an inserted inhomogeneity as shown in the reconstructed image.

Key Words: Distinguishability, Noise, Detection, Image, SNR, DNR
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Mathematically, distinguishability has been defined as the norm of the voltage differences (resulting 

from the conditions of pre- and post-change in conductivity distribution within the subject) divided by 

the norm of the applied current [1, 8]. In this definition, the numerator is a number which represents the 

change in voltages, pre- and post- perturbation, measured on all of the electrode-pairs for all of the 

current patterns. There can be many ways to calculate this number [3, 9]. One possible way to calculate 

a number representing the change in voltages can be to use either the mean or median of the voltage 

measurements normalised by the value of the injected current. Equations 1 and 2 enable calculation of 

distinguishability ( d ), as the mean of ∆V , which are the absolute differences of the normalised i

voltages.

Where:

V  and V  are the pre- and post-perturbation values, respectively, of the ith voltage measurement,i,pre i,post

normalised by the current, and

i is called the measurement index having values from 1 to N, where N is the total number of voltage 

measurements for all combinations of measurement-electrode-pairs and current injection patterns, 

comprising one frame of data.

The unit of distinguishability (δ) is either ohm, or volts normalised for the value of the injected current. 

The latter unit has been followed in this paper. Equations 1 and 2 have been used for the analysis of 

results.

Factors controlling Distinguishability

Distinguishability of an EIT system depends upon the cumulative effect of following several factors:

a) number of current sources [10, 11, 12]

b) type of current drives [13] and current patterns [14, 9, 15, 16]

c) number, size and configuration of the electrodes [17, 18, 19, 20, 21]

d) measurement precision of the system [6, 7]
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The above factors can be collectively called „measurement configuration‟. These have been discussed 

in detail in the above-cited sources and need not be repeated here.

2. DISTINGUISHABILITY-TO-NOISE RATIO (DNR)

In the context of EIT systems‟ performance, the comparative relationship between distinguishability 

and measurement noise is critical, as good detection capability of the EIT instrument due to high 

distinguishability can be masked by the measurement noise. One approach incorporates noise into the 

definition of distinguishability, proposing that distinguishability is a product of the impedance change 

amplitude, the measurement strategy and the inverse of the noise amplitude [22]. This approach has 

been used to explore different current stimulation patterns. [23] have suggested various parameters to 

evaluate and compare EIT systems‟ performance. These parameters characterize noise and accuracy in 

measured data and reconstructed image, as well as detectability and distinguishability of single and 

multiple contrasts. [24] have proposed a new noise performance metric for EIT algorithms which is 

based on distinguishability.

In order to quantify the comparative link between distinguishability and measurement noise considered 

separately, in case of a given set of current injection and voltage measurement strategies, a scheme is 

hereby proposed. The value of distinguishability calculated as per equation 2, is divided by the 

measurement noise (calculated as standard deviation in the voltage measurements), resulting in a non-

dimensional quantity normalised for a certain value of current. This quantity is hereby called 

distinguishability-to-noise ratio (DNR). It is proposed that DNR which quantifies the comparison of 

distinguishability with the measurement noise, would be useful in determining the capability of an EIT 

system to detect conductivity contrasts, as supported by the results discussed later.

The impact of the measurement signal-to-noise ratio (SNR) on the quality of the reconstructed image is 

well- established [19, 25]. In order to have good spatial resolution in images, it is necessary to have both 

high distinguish- ability and low measurement noise; this would mean high value of the proposed 

parameter DNR in the EIT instrument. This is a necessary but not sufficient condition, as the other 

factor controlling image quality is the image reconstruction process itself. The overall link among 

SNR, distinguishability, DNR and spatial resolution in images can be depicted schematically as in 

figure 1.
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Fig. 1 Inter-dependence among SNR, DNR and Image quality in an EIT system

* Number of current sources; type of current drives; number, size & configuration of electrodes; and system precision

Distinguishability is not uniform throughout the subject, due to the nature of the electric field resulting 

from the injected current in an EIT system. It is always poorer in the centre of the subject, compared 

with peripheral regions where the electrodes are placed [26]. Therefore, having high DNR near the 

centre of the subject is a major challenge for EIT instruments.

Next section presents the distinghuishability and DNR results measured for the 35-channel bio-

medical EIT instrument fEITER (functional Electrical Impedance Tomography of Evoked Responses) 

built at the University of Manchester [27]. The aim of the fEITER system is to achieve brain function 

imaging at sub-second time-scales, with the measurement sensitivity of around 80 dB at the high data-

capturing rate of 100 frames/sec. Firmware loaded on a Xilinx Virtex-4 SX35 FPGA performs the EIT 

operation, with injection current of 10 kHz frequency and 1 mA peak-to-peak amplitude. Images are 

reconstructed with the method employed in [28], using the EIDORS 3D software.

3. RESULTS OF MEASURED DISTINGUISHABILITY AND DNR

In order to assess the noise- and distinguishability-related performance of the bio-medical EIT 

instrument fEITER, tank tests were performed. Measured voltage results of these tank tests were 

reported in [29]. In these tests, the typical measured value of SNR was around 80 dB. Test results using 

precision resistor wheel were reported in [27].

Journal of Electronic and Optical Communication (Volume - 8, Issue - 1  Jan-Apr 2024)                                                  Page no.11



Following is a presentation of the tank test results in terms of the measured values of distinguishability 

and DNR, and an analysis of the reconstructed images. Similar work has been reported in literature for 

other EIT instruments, e.g. [8, 5, 30].

Test Methodology

The cylindrical tank (figure 2) had the diameter and height of, respectively, 26.3 and 22 cm, and the 

water depth during tank tests was 12 cm. On the inner surface of the tank, 32 electrodes were arranged in 

two planes of 16. Electrodes 1 to 16 made up the lower plane, at a height of 3.2 cm from the bottom of 

the tank. Electrodes 17 to 32 made up the upper plane, at a height of 7.6 cm from the bottom of the tank. 

The reference electrode was dipped into the water at the centre position of the tank, from a wooden bar 

fixed at the top of the tank. For the tests, the tank was pre-filled with homogeneous medium (almost 7 

litres of saline solution of typical conductivity 500 µS/cm), through which planar, polar current 

injection patterns were passed, and inhomogeneities were introduced during EIT data capture. There 

were 8 current injection patterns per plane, viz. 1-9, 2-10, 3-11, 4-12, 5-13, 6-14, 7-15, 8-16 in the lower 

plane and 17-25, 18-26, 19-27, 20-28, 21-29, 22-30, 23-31, 24-32 in the upper plane (figure 3).

For the test, initially a nylon rod having length more than the water depth and diameter of 2.1 cm was 

used as the single solid inhomogeneity. EIT data capture using fEITER system was started. After 

approximately 30 seconds, the nylon rod was slowly inserted into the tank at a position in front of 

electrodes 10 and 26 and kept there till the end of the one minute data capture. The rod was fully inside 

the water and it barely touched the bottom. Because of the clamp,
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Fig.  3 Top view of current injection patterns for 
the electrodes in lower (left figure) and upper planes

Fig. 4 Pre- and post-perturbation peak-to-peak 
normalised magnitudes, averaged over 500 frames 
for the current (figure2(b)). 

For the analysis of the measured voltage data, in both pre- and post-perturbation cases, the average of 

ith voltage measurement was calculated over 500 frames, where i is the measurement index i.e. 

combination of current- injection- and voltage measurement-pairs, ranging from 1 to 420.

Distinguishability and DNR of the EIT instrument for solid inhomogeneity

Figure 4 shows the plots of measured voltages for pre-perturbation i.e. homogeneous (red colour) and 

post- perturbation (grey colour) cases, for a sub-set of the measurement indices (numbers 1 to 27, 

involving all the voltage measurements for the current injection at electrode-pair 1-9). DV  (as per i

equation 1) is the absolute difference in the two normalised voltage magnitudes of pre- and post-

perturbation cases and, for the first 27 measurement indices, is visible as the difference between the two 

plots in figure 4.

Figure 5(a) shows the plot of DV  for all 420 measurement indices. Figure 5(b) shows two example i

time-based plots over one minute, of the normalised voltage magnitudes, for two of the measurement 

indices from figure 5(a). These plots are for measurement index number 7 (red in both (a) and (b)) and 

218 (black in both (a) and (b)). These measurement indices correspond to, respectively, „1-9 (current 

injection-pair) 10-11 (measurement-pair)‟ and „17-25, 8-9‟. Table 1 shows the five largest values of 

absolute changes in normalised voltage magnitudes along with their corresponding current-injection 

and measurement electrode-pairs.

Distinguishability can be calculated (as per equation 2) as the average of DV  calculated over all 420i
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values of measurement index i. The Distinguishability of the fEITER system for this inhomogeneity, 

i.e. nylon rod of cross- sectional area 0.64 % of the tank, at this position, comes out to be 963.2 mV as 

normalised for 1 mA injected current. The pre- and post-perturbation mean standard deviations 

(calculated over 500 frames in each case) are, respectively, 10.26 mV and 12.38 mV. Using the higher 

value of 12.38 mV as denominator, with the distinguishability of 963.2 mV as numerator, gives the 

worst case DNR value as 77.8. (Figure 9 in section 3.4 shows the image reconstructed for this case.)

Fig. 5 (a) Absolute change in normalised magnitudes, pre- and post-insertion of nylon rod in tank (b) Time-based plots 
of normalised magnitudes for two measurement indices of (a) i.e. numbers 7 („1-9, 10-11‟; red plot) and 218 (‟17-25, 

8-9‟; black plot)

Table 1. Five largest absolute changes in   � �
inserted normalised voltage magnitudes, 
pre- and post- insertion of nylon rod in tank

Table 2. Distinguishability measured for 
different objects in tank at the same position 
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Tank tests, with the same methodology were conducted with two other solid inhomogeneities, viz. 

wooden and PEEK rods, each inserted (one at a time) at the same position as shown in figure 5(a). The 

results are presented in table 2. These results convey a comparative picture of the distinguishability of 

fEITER for the inhomogeneities of different material as well as spatial size, introduced in the subject at 

the same location. An important aspect of these results is the almost linear relationship between spatial 

size of the introduced inhomogeneity and the resulting distinguishability. The last result in table 2 

shows the instrument‟s distinguishability measured for a homogeneous solution. It gives a very low 

value, though the value being non-zero suggests that the solution was not ideally homogeneous. Section 

3.4 presents conductivity images reconstructed using these results, for wooden, PEEK and nylon rods.

Detectable' and 'Undetectable' Distinguishability, for a solid inhomogeneity of small spatial size

The results of measured distinguishability for wooden rod in table 2 present a special case of the 

inhomogeneity of very small spatial extent (occupying only 0.036 % of the area of the subject), though 

of high conductivity contrast. Figure 6(a) shows the plot of DV  (calculated using equation 1) for all 420 i

measurement indices, in this case. Figure 6(b) shows time-based plots over one minute, of the 

normalised voltage magnitudes, for two of the measurement indices from figure 6(a), having medium-

to-low values of voltage change. These plots are for measurement index number 165 (red in both (a) and 

(b)) and 166 (black in both (a) and (b)). These measurement indices correspond to, respectively, “7-15 

(current injection-pair) 10-11 (measurement-pair)” and “7-15, 11-12”. The red and black plots show a 

voltage magnitude change of, respectively, 116 mV and 44.9 mV. The black plot shows that it is nearing 

the noise limit, with the measured change in voltage magnitude (44.9 µV) slightly higher than the noise 

level. The black plot still shows a well-resolved change of 0.162 %. This is the typical case of having 

voltage change bordering on “detectability” limit. Smaller voltage changes would be merged into noise 

voltage and would not be detectable.

The overall situation is depicted by the low distinguishability value of 42.4 mV, which is expected to be 

bordering

Journal of Electronic and Optical Communication (Volume - 8, Issue - 1  Jan-Apr 2024)                                                  Page no.15



Fig. 6 (a) Absolute change in normalised magnitudes, pre- and post-insertion of wooden rod in tank

(b) Time-based plots of normalised magnitudes, for two measurement indices of (a) 

i.e. numbers 165 („7-15, 10-11‟; red plot) and 166 (‟7-15, 11-12‟; black plot)

on “detectability limit”. The pre- and post-perturbation mean standard deviations (calculated over 500 

frames in each case) are, respectively, 11.22 mV and 10.55 mV. Using the higher of the two as 

denominator and the distinguishability of 42.4 mV as numerator gives DNR value as 3.78. Comparing 

with the case of nylon rod at the same position (when DNR was 77.8), this DNR value is almost 20 

times less, which is due to the much smaller- sized inhomogeneity. (Figure 8 presents the image 

reconstructed for this case.)
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Reconstructed images and link with DNR values

For the tank test data presented in table 2 for the inhomogeneities of wooden, nylon and PEEK rods, 

images were reconstructed. Another image for one more data set was reconstructed, when the same 

nylon rod was inserted near the tank centre, on the line joining electrode 10 and the centre of the tank.

Image reconstruction was performed using the method employed in [28]. It is based on General 

Tikhonov Regularization, with a model of 4413 tetrahedral elements and uses EIDORS 3D software. 

Reconstruction uses the real component of the captured data (normalized to 1 mA current). 100 data 

frames in the homogeneous part of data capture are averaged to give a 'reference frame'. The images are 

reconstructed from the differences in voltage measurements between the 'reference frame' and the 

'target frame' at t=50 s (based on a 5 frame average).

Figures 7, 8, 9 and 10 show the solutions for the four cases mentioned above, plotted in ranges 

corresponding to their own local maxima and minima. Part (b) of these figures show a scalar cut plane 

plot for each solution at the tank height of z =5 mm. All reconstructed images are consistent with the 

inhomogeneity being almost in line of electrode 10 (x=100, y=-100).

Figure 7 is the image reconstructed for the PEEK rod, having the distinguishability of 1678.4 µV and 

DNR of 94.3. The ratio of actual diameters of tank to PEEK rod („actual dia.-ratio‟) is 8.5:1, whereas 

the image shows a dia.-ratio of 6.33:1 (for blurred green portion). Thus in the image, this 
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inhomogeneity is shown with a size slightly larger than the actual, with an error of 25.5 % (s. no. 1 in 

table 3).

Figure 8 is the image reconstructed for the wooden rod, having the distinguishability of 42.4 µV and 

DNR of 3.78. The two „actual dia.-ratio‟ and „image dia.-ratio‟ (for green portion) in this case are, 

respectively, 52.6:1 and 4.22:1. The huge difference in the two ratios, reflecting 92 % error (s. no. 2 in 

table 3), can be related to two factors: i)  Very low value of DNR and ii) larger size of the tetrahedral 

element (viz-a-viz the size of inhomogeneity) used in data inversion. Thus, as shown in figure 1, both of 

DNR and data inversion process are affecting the image quality in this case.

Figure 9 is the image reconstructed for the nylon rod, having the distinguishability of 963.2 µV and 

DNR of 77.8. The two „actual dia.-ratio‟ and „image dia.-ratio‟ (for green portion) in this case are, 

respectively, 12.5:1 and 4.75:1. The difference in the two ratios, reflecting 62 % error (s. no. 3 in table 

3), is worse than the case of PEEK rod which had the largest values of distinguishability and DNR. 

However, it is better than the case of wooden rod which had the smallest values of distinguishability and 

DNR. 

Table 3. DNR and the “tank-to-rod diameter-ratios” measured as actual vs in the reconstructed images

Thus, the comparative data of these images viz-a-viz DNR values, given in table 3, show that as DNR 

decreases (s. no. 1, 3, 4 and 2 in this order), the size of the portion of the image showing inhomogeneity 

increases erroneously. These images are showing the location of the inserted inhomogeneity correctly, 

even in the case of the smallest size of wooden rod. However, the size of the shown inhomogeneity is in 

error (i.e. the difference between the tank-to-rod diameter-ratio as in actual vs that in the reconstructed 

image), with the error being smallest and largest in the case of, respectively, largest and smallest 

distinguishability and DNR.
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It is further interesting to compare figures 9 and 10, which are showing the same object (nylon rod) 

inserted near, respectively, periphery and centre of the tank. The distinguishability and DNR values for 

the latter case were, respectively, 380.6 mV and 32.45. The „actual dia.-ratio‟ in this case was the same 

as that for the case of figure 9 i.e. 12.5:1. However, figure 10 has „image dia.-ratio‟ (green portion) of 

3.2:1, having an error of 74.4 % (s. no. 4 in table 3). Thus, as distinguishability and DNR decrease 

towards the tank centre, size of the green portion showing inhomogeneity has more error in figure 10, as 

compared with figure 9.

4. CONCLUSION

The comparison of distinguishability of an EIT instrument with the measurement noise determines its 

capability to discriminate the conductivity contrasts. In order to characterize this comparative link, a 

new term distinguishability- to-noise ratio (DNR) has been proposed in this paper, which is the 

distinguishability value divided by the noise in the voltage measurements. The result is a non-

dimensional quantity, normalised for the value of the injected current. Usefulness of DNR in 

determining the capability of an EIT system to detect conductivity contrasts has been demonstrated 

through the examples of the inserted solid inhomogeneities. Results show that the lower is DNR, the 

higher is the error in the size of the inserted inhomogeneity as shown in the reconstructed image.
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1. Introduction

Also, in order to save energy, sensor nodes in most WSNs are in the low power state (the sleep mode) 

most of the time, as mentioned in Section 2.2. At the low power state, all the components of a sensor 

node except the microcontroller are switched off and inside the microcontroller only a small portion of 

internal blocks are switched on. Moreover, in most applications, the amount of calculations, performed 

by the microcontroller at a sensor node, is reduced to minimum. This technique allows to extend the 

WSN lifetime up to several months or even several years.

For a typical monitoring applications information losses and shortage of the processing capabilities are 

not crucial, because dropping of one or several measurements does not have a strong influence on the 

result of the processing of the data from the whole WSN. Tolerance to partial loss of information due to 

the low communication quality is the main difference between common WSN applications and WSN 

Network security refers to the protection of information and resources from loss, corruption, and 
improper use. With WLANs, security vulnerabilities fall within the following areas .

· Passive monitoring

· Unauthorized access

· Denial-of-service attacks

The limited capabilities of a sensor node, such as restricted processing capabilities and a limited 
amount of energy, have an impact on all the parameters of a WSN. Taking into account the energy 
characteristics of transmitters in sensor nodes and their high susceptibility to interference, the 
quality of communication between sensor nodes can vary significantly with time. That is why the 
information loss and substantial delays often occur in WSNs. And their impact is closely associated 
with the size of a WSN.

Keywords: WSNs, Task Monitoring.
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applications for critical tasks. The critical tasks here and later will reference to such applications where 

the data received from the WSN is used as basis for responsible decision-making. The exact criteria for 

determining whether task is critical or not, are out of scope of this technical paper. This we describe 

only the main peculiarities and give a few examples of critical tasks. Applications of WSNs for critical 

tasks in comparison with applications for common tasks have stronger reliability, information security 

and quality of service (QoS) requirements. Clauses 7.2, 7.3 and 7.4 describe some relevant applications 

of WSNs for critical tasks.

2. Security and privacy

Wireless media is much more vulnerable than wired media for attackers. In critical tasks information 

security problems are particularly important since a security breach can result in a variety of negative 

effects. WSN applications for critical tasks are required to support integrity and confidentiality of the 

data exchanged during the application operations. These applications are required to provide security 

of exchanged data against malicious attacks. It is recommended to provide a secure channel to protect 

the data flows.

Data encryption and authentication are common information security techniques used in WSNs [50]. 

Restriction of access to the WSN settings and to the collected information is also a necessary measure 

of protection. These techniques in conjunction with the appropriate organization of interaction of 

sensor nodes in the WSN allow to achieve required level of security and privacy.

3. Fault tolerance

Errors in a WSN can occur for the following reasons: malfunction of one or more of sensor nodes, the 

change of environmental conditions, the actions of the attacker. According to most common practices, 

sensor node can be considered as failed if it sends measurements which significantly deviate from the 

results of the neighbor sensor nodes [51]. A faulty sensor node can be identified by the WSN as 

workable but provide bad measurement results.

A WSN intended for critical tasks has to operate well even if some nodes fail. In order to ensure a given 

level of fault tolerance, appropriate error correction mechanism must be provided. Besides, the WSN is 

required to ensure reliability and availability of the WSN infrastructure in order to handle a single 

sensor node failure. In case of such failures, the capabilities of the failed sensor nodes can be 
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dynamically delegated to sensor nodes in order to provide consistent functioning and to prevent failure 

of the critical task.

Context Awareness

Context involves the information which can be used to describe the state of some physical object. This 

information has to be considered when making responsible decisions based on WSN measurements. 

For example, many of the processes are affected by temperature and time of day (especially in e-health 

applications). Without consideration of such dependencies, the data obtained from the WSN can be 

interpreted incorrectly. Data processing and decision- making systems of the WSN should also take 

into account the natural noise in sensor nodes, possible node failures and other sources of context 

information. For this purpose, context information is required to be collected, stored and used for 

decision making.

Quality of Service

The strict reliability requirements are often a key challenge for WSN utilization for critical tasks. Some 

applications require low latency in updating sensor readings, others may require high accuracy of 

measurements. Time response and accuracy characteristics of a WSN affect the accuracy and 

timeliness of the decision-making. Critical tasks ordinary need high levels of both of these parameters. 

Appropriate QoS mechanism must be implemented to make sure that QoS requirements are satisfied 

[52].

Emergency management

Emergency management is a good example of critical tasks where WSN can find its application [53]. 

Telecommunications during an emergency play crucial role in rescue coordination. And WSNs, and, in 

particular, sensor control networks (SCNs) which are considered in Section 6.4, are well applicable in 

this field because of easy deployment and self organization features. Besides monitoring the state of 

emergency and providing communication in emergency situations, WSNs have another potentially 

important application concerning emergency situations and saving people's lives. This application was 

described in [54].

An indoor emergency management system is based on SCNs. The main goal of the system is to provide 

everyone in the building with instructions concerning the appropriate way of evacuation. The system
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uses a personal mobile phones or tablet computers to deliver information to their owners. So every 

mobile device turns into a terminal of the rescue system in case of emergency. It is very reasonable due 

to the wide spread of mobile devices and because of the presence of additional communication 

channels in today's mobile devices.

At the entrance to the building a mobile user terminal automatically connects to the SCN infrastructure 

and obtains data from the SCN motes. While normal operation, system uses SCN motes to observe the 

physical conditions inside the building (temperature, smoke, etc.) as shown in Figure 1.1. When an 

emergency occurs, SCN motes automatically detect it. Then the information about the detection of 

signs of disaster spreads throughout the SCN and user terminals. Each user terminal automatically 

launches software for guidance in emergency cases. It gives instructions on the safest way of self-

evacuation from the building. For example it can show one of the following: evacuation plans or maps; 

step-by-step sound commands and visual hints (e. g. interior photos with arrows towards the exit 

overlaid); videos showing how to use safety equipment. Especially important that the information 

displayed varies depending on the location of the user.

Figure 1.1: Emergency management system

The content of the instructions, which the system gives through the device to the owner, depends on 

various factors, for example:

Ÿ State of the building like accessibility and hazard level of rooms and escape routes. The state is 

determined by SCN motes;

Ÿ Position of the user determined by the nearest network node or using the GPS or GLONASS;

Ÿ User's health state determined by the e-health equipment.
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User peculiarities awareness is a crucial feature of system. It means that while the personal mobile 

equipment is used the owner can chose appropriate customization options in software. These options 

will have impact on the instructions shown by the system. For example, a person with disabilities will 

receive special self-evacuation route, equipped with necessary facilities. Another example of 

customization is special instructions for building personnel. The system will remind them if they have 

specific duty responsibilities in case of emergencies. Also, the system will point to location of people 

with disabilities who need help.

In-building actuators (e. g. automotive door openers, emergency lightning and sprinklers) should also 

be equipped with SCN motes. Such actuators will also get commands from the system and start 

working if necessary.

4. Solution and Verification networks

Verification networks [55] are intended for the systems that operate automatically without human 

intervention. For a machine actuation unit in such automated system there exists a set of critical 

operations. Such operations can cause considerable negative consequences when carried out in 

improper system state. To avoid this for each critical operation a set of verification rules should be 

defined, which must be checked up before this operation and/or while the operation is in progress. 

Verification network can be designed to test these conditions. This type of critical task can be solved by 

using WSNs or SCNs. In this case the WSN should provide some kind of addition context awareness for 

automated systems.

To check verification rules the values of a number of parameters must be determined. Such parameters 

can be:

Ÿ Aggregate values, reference values, sensor readings presenting in SCN as part of normal flow of 

decision-making;

Ÿ Aggregate values, reference values, sensor readings presenting in SCN which are only intended to 

support verification;

Ÿ Sensor reading obtained from the machine actuation unit's own sensors;

Ÿ Values obtained by request from SCN server or other servers in NGN.

Verification network may have much more strict requirements concerning the reliability, security and 

performance. Data processing and transmission in a SCN for the purpose of verification may have 

higher priority in QoS in comparison with other activities in the SCN.
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In Figure 1.2 a normal SCN decision-making flow is shown (see Section 6.4), but as soon as decision 

sets a machine actuation unit in motion, the verification process starts up by the verification network. If 

some of the check-ups of the verification process fail, some safe action (or no action) is performed 

instead of the action supposed in the decision.

Figure 1.2: Verification network's decision-making flow

5. Conclusion:

A large private company in California implemented a WLAN to support enterprise mobility. The 

system was seemingly working great and providing significant benefits to its users. Over a year after the 

system went operational, the IT department noticed, through a routine network security audit, that 

several of its printers in the financial department had been configured to send all printed data to a file at a 

suspicious IP address. Unfortunately, the IT department had not locked down the administrative access 

ports on these printers. Even though all the details of what happened here are not known, it is likely that 

a hacker gained unauthorized access to the WLAN (which did not implement any form of 

authentication) and ran a port scan to find the open printer administration port. With the open port's IP 

address (resulting from the scan), the hacker could easily log in to the administrative port and set the 

printer to send all print jobs to a file located on the hacker's laptop. The printer would then continue to 

print on paper and also send the print data to the hacker's laptop. Of course this would send to the hacker 

everything that the printer would print, such as internal goals and objectives, company sales 

information, employee salaries, and so on. After discovering this issue, the company promptly 

implemented an authentication system to disallow all unauthorized people from accessing the WLAN.
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Introduction

A Microstrip or Patch Antenna is a low profile Antenna that has a number of advantages over other 

antennas. It is lightweight, inexpensive, and easy to integrate with accompanying electronics. While 

the antenna can be 3D in structure (wrapped around an object, for example), the elements are usually 

flat, hence their other name, Planar Antennas. A Planar Antenna is not always a patch antenna. But use 

of conventional elliptical microstrip patch antenna alone is very difficult because of its low gain and 

narrow bandwidth. So to overcome these problems various methods have been tried, some of them are 

listed in next section. This paper proposes a method in which slots are digged in patch antenna using pin 

short. Configuration of paper is as follows:Next section is literature review, which is followed by 

proposed design and in the last some conclusions are drown based on simulation done.

Literature Review

The Gordon et.al described that the band width of microstrip antennas can be increased by using thick 

substrate but with thick substrate coaxial probe feed introduces inductive component due to which 

unavoidable impedance mismatch occurs. So the solution to impedance mismatch was found in the 

form of capacitive feeding mechanism which can be used for annular ring MPA elements, consisted a 

small capacitor patch in the same layer as in the radiating element. [1]

FR4 is an inexpensive and easily available substrate material, which can be used to design efficient 

and cost effective microstrip patch antenna. This paper focuses on increasing the bandwidth of the 

microstrip patch antenna. Paper discusses about design of a elliptical patch antenna, having 

coaxial probe as a feed. To get the improved bandwidth, a rectangular slot has been digged along 

with a pin short, which changes the interaction of radiation. A huge increase in bandwidth is 

observed using the proposed design; almost 9 fold. All the simulation work is done using IE3D 

simulating software from Zeland has been used.

Key words: FR4, elliptical, slot, pin short
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Gordon et.al experimented on following three designs:

·  Rectangular radiating elements,

·  Circular radiating elements and

·  Annular ring radiating elements

Feeding mechanism was common in all three designs. The position of the probe feed was decided to be 
th 

in the center of the small patch. Design tool used was IE3D 12 version Zeland, substrate was FR4 with 

thickness 1.6 mm having dielectric constant 4.4. Height of patch from ground was taken as 15 mm, 

ground plane was taken as square of 150x150 mm and probe diameter 0.9 mm.

Experimental Results are shown below: 

Resonant frequency- 1800MHz

10 dB return loss Band Width-

Figure 1 Structure of proposed antenna design for (a) rectangular, (b) circular and (c) annular ring 

radiating elements (d) side view of anteena.
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Dheeraj et. al. proposed modified circular patch antenna to achieve 50.36% efficiency together with 

4.10 dBi gain and 8.38% band width. Firstly they taken a circular patch and then an elliptical slot has 

been cut in it, after this, parallel to major axis of the inserted elliptical slot, splitting is applied and at last 

this elliptical hole is filled with an elliptical patch between two split halves of circular patch.

Fr4 of thickness 1.59 mm and dielectric constant 4.4 was taken as substrate which had loss tangent of 

0.0148. Main circular patch radius was taken 12 mm. For inside elliptical patch semi major axis is of 9 

mm, semi minor axis is of 4.8 mm and eccentricity is 0.846. Splitting width of circular patch in two 

halves is 0.25 mm. Ellipse filling the elliptical slot has a = 8 mm and b = 3 mm.

Figure 2 Split circular patch antenna with elliptical slot and filled with elliptical patch

Experimental Results are shown below:
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Garima et. al. proposed concentric diamond shape slotted circular patch microstrip antenna which is 

useful for C band and space communication systems. Main disadvantage of microstrip antennas is 

efficiently at a single resonance frequency corresponding to their dominant mode, narrow bandwidth 

(1-2%) and low gain. They proposed antenna useful for satellite communication systems as it presents 

the desired performances, viz. improved bandwidth, gain and multiple operating frequencies needed 

for satellite communication systems. FR4 with having thickness of 1.59 mm, dielectric constant of 4.4 

and loss tangent of 0.025 was used as substrate. Circular patch radius is 16.2 mm was fabricated. To 

improve bandwidth path of the patch current has been increased by digging a diamond shape slot 

having dimensions a= 6 mm and b= 10 mm as shown in figure

As a result resonating frequencies of 6.23GHz and 6.859GHz (simulating) and 6.66GHz and 7.42GHz 

(measured) were observed and bandwidth of 15.99% (simulated) and 13.58% (measured) along with 

Gain of 5.84 at 6.66GHz and 5.71 at 7.42GHz were observed, which is huge improvement over non-

slotted design. [3]

To obtain improved bandwidth and circularly polarized radiation over conventional elliptical antenna, 

in this paper the elliptical shape patch antenna with truncated edges has been introduced. In [4] tow 

antennas were studied (1) a conventional elliptical antenna and (2) edges truncated elliptical antenna. 

FR4 with having thickness of 1.59 mm, dielectric constant of 4.4 and loss tangent of 0.025 was used as 

substrate. Ellipse patch with semi major axis a = 15 mm and semi minor axis b = 14.43 mm after 

truncation L1= L2=7.75 mm as shown in figure.
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Figure 4 Edge truncated elliptical patch antenna

Results showed resonating frequency =2.71 GHz and 2.80 GHz (simulated) and 2.692 GHz and 2.802 

GHz (measured) were measured. Input impedances = (62.30+ j11.71) ohm corresponding2.692 GHz 

and (48.49+ j5.34) ohm corresponding 2.802 GHz resonant frequency, Minimum Axial ratio = 0.68 dB 

at 2.751 GHz, Gain = 1.71 dB at 2.751 Ghz

Proposed Design and Results Design Specifications:

In this design elliptical shape microstrip patch has been designed for broadband purposes by cutting a 

square shape slot and using a pin short. Design specifications of the patch are-

Ÿ Resonant Frequency f0 = 7.25GHz

Ÿ Dielectric Constant ϵr = 4.4

Ÿ Substrate Thickness h = 1.59mm

Ÿ FR4 substrate is used

Dimension of the patch: 

Wireless communication requires compact size antenna, which can be easily used in small hand held 

devices. We have proposed a compact size elliptical shape patch, which can be utilized for the purpose. 

Dimensions of the proposed antenna are:

Ÿ Semi major axis a = 15mm

Ÿ Semi minor axis b = 10mm

Ÿ Position of the square slot= (0, 5)

Ÿ Square slot area = 3mm×3mm
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Use of pin short

To obtain the desired bandwidth a pin short at point (2, -2) has been used. The position of pin is in the 

fourth quadrant while the feed is used in third quadrant at same distance from origin. The pin changes 

the distribution of current so improves the bandwidth.

Figure 5 (a) and (b) Design of patch with feed only and with a slot and a pin

Return loss and bandwidth

The return loss with feed only was obtained -19.55dBi which have been improved to -38.84dBi and 

previously the bandwidth was 2.93% and after modification in geometry improved bandwidth is 

21.048%.

Figure 6 (a) and (b) simulated return loss verses frequency graph for conventional elliptical patch and 

proposed geometry

Smith chart

The corresponding smith chart of before modification and after modification in elliptical shape patch is 

shown in figure below. The figure shows that input impedance of is (55.12- j9.42) for simple feed 

geometry and (49.68- j1.10) for modified geometry.
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Figure 7 (a) and (b) smith chart of conventional elliptical patch and geometry

Radiation Pattern

Radiation pattern plot of these two patches are shown below.

Figure 3.12 (a) and (b) 2D-Radiation pattern of elliptical patch without cut and with cut 

S. No. Characteristic
Elliptical 

patch with 
only feed

Elliptical patch 
with a slot of 
square shape

Elliptical patch 
with square slot 
and a pin shot

1
Resonant 

frequency(GHz)
4.97 4.99 7.25

2 Return loss(dB) -19.55 -19.47 -38.84

3 Gain (dBi) 1.56 1.63 0.25

4 Bandwidth 2.93 2.968 21.04

5 Antenna Efficiency (%) 21.52 22.27 16.43

6 Radiation Efficiency (%) 22.53 23.03 16.82

Table 1 shows the comparison of results between modified and unmodified geometry
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Conclusions

The FR4 substrate with aforesaid properties and dimension has been used. To optimized the output 

different location of the slot have been tried, maximum bandwidth was observed for square slot 

dimension 3mm×3mm at point (0, 5) has been digged and a pin short at (2, -2) is used. For the same 

dimensions conventional patch had bandwidth 2.93% and proposed design had bandwidth of 21.04%. 

The proposed antenna can be used a broadband antenna.
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A B S T R A C T

1. INTRODUCTION

Wireless sensor networks (WSNs) are some of the fastest developing technologies and have many 

military and commercial applications. Sensor networks can be used not only for detection, 

reconnaissance, tracking, and targeting of enemy forces, but also for monitoring and effectively 

managing friendly forces. In addition, commercial applications such as traffic monitoring, 

environmental measurements and patient health monitoring can be easily implemented using wireless 

sensor networks. But different applications also demand different types of design architecture and 

technical requirements for sensor networks. During the last few years, the development of new micro 

mechanical and electronic devices has boosted sensor technologies by reducing the size and improving 

the power and communication abilities of sensors. A sensor network consists of a large number of micro 

sensors, each with limited power, communication and processing abilities, deployed around a 

geographical area to collect data for a special phenomenon or event. Sensors are sensitive to 

mechanical failures, environmental conditions, and battery limitations that demand dynamic topology 

configuration. Sensor networks have unique characteristics and requirements. Since a sensor network 

consists of small sensors, each with limited power, communication and memory capabilities. [3][4]

The upcoming field of wireless sensor networks combines in a small device sensing, computation 

and communication. This network comprises spatially distributed autonomous sensors which 

monitor physical as well as environmental conditions like temperature, sound etc. though  

initially developed for military uses; this system is used for civilian applications like habitat 

monitoring, healthcare applications etc.This paper aims at analyzing different traffic patterns 

used in WSNs that supports some of the existing technologies of traffic control and therefore 

reduce the average waiting time.

Keywords : Data, monitoring, Sensors, Traffic management, Wireless.
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2. TRAFFIC PATTERNS IN WIRELESS SENSOR NETWORKS

In general, traffic patterns in WSNs can be based on a one- hop or multi- hops design architecture. In a 

one- hop scenario, data from the nodes are forwarded directly to the base station. As for the multi- hop 

scenario, traffic patterns can be further subdivided based on the number of transmissions and reception 

sensor nodes and whether any processing procedure (i.e., aggregation) is applied in the network. 

According to traffic patterns in WSNs can be categorized as local communication, point-to-point 

routing, aggregation, convergence or divergence.

Figure1: Traffic patterns in WSNs

Traffic patterns describe different types of communication procedures between sensor nodes. For 

example, local communication is used when a node sends data to its neighbors. Point-to-point routing 

is used in wireless LAN (Local Area Network) so that a sensor node can send data to another sensor 

node. In an aggregate traffic pattern, some sensor nodes send data to a cluster- head or an intermediate 

sensor node after applying aggregation functions. In that case, only the aggregated values of data are 

forwarded, instead of all the data values. Similar to the aggregate traffic pattern, in a convergence traffic 

pattern, all the data from sensor nodes is send it to a relaying node and then forwarded to the next sensor 

level, or base station, without applying any aggregation function. Finally, a divergence traffic pattern is 

used when a sink node  or base station sends control messages or queries to sensor nodes. [1]
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3. CLUSTER-BASED HIERARCHICAL DESIGN IN WIRELESS SENSOR NETWORKS

The objective of each traffic model in WSNs is to minimize the delay for packets propagating through 

the network and to reduce the energy consumption and thus maximize the lifetime of the network. A 

cluster-based hierarchical design in combination with efficient data aggregation is a good 

consideration for WSNs. This design is appropriate for WSNs that consist of a great number of sensors. 

A simple one-hop design is inappropriate for WSNs. Given that a sensor node has limited power 

resources and the loss of energy in a transmission is proportional to the square of distance, d 2, from the 

base station, the sensor may not be able to communicate with the base station. A simple case is shown in 

Figure 2. For a multi-hop design, the data from each sensor node is forwarded to the base station 

following a path designated each time by the routing protocol in use. The drawbacks in this case are 

high latency in the network, since a packet needs much time to reach the destination, and, as some 

sensor nodes are closer to the base station, designation of nodes as relays for the rest of the network. 

The latter can drive the relaying nodes to an early death, causing degradation of network performance. 

A simple multi- hop architecture is shown in Figure3. 
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In cluster-based design architecture, data is first collected at the cluster- head and then fused and 

forwarded to the next cluster layer toward the final destination. In this case, the data from each sensor 

travels shorter distances, reducing the total latency in the network. In addition, aggregation is taking 

place only at the cluster heads saving energy for all the non-cluster-head nodes, since additional 

processing is not required at sensors. [1][2]

4. CONCLUSION

The wireless sensor networks are an ideal platform for monitoring traffic which can offer competition 

to the current technology. The main challenges are congestion control, averagewaiting time reduction, 

prioritizing and many more. The processing of large amount of real time traffic data, run time of control 

system and reliability are the problems to be solved.
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