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A Portable and Low Cost System to Blood Glucose, Cholesterol 
and Urea Identification

José Renato Garcia Braga1, Alvaro Antonio Alencar Queiroz2 and Alexandre 
Carlos Brandão Ramos3

1Federal University of Itajubá: Mathematic and Computing Department, Itajubá, Brazil 
2Federal University of Itajubá: Physics and Chemistry Department, Itajubá, Brazil 

3Federal University of Itajubá: Mathematic and Computing Department, Itajubá, Brazil 

1. INTRODUCTION 
Hypercholesterolemia, which is the presence of high levels of cholesterol in the blood, is not a disease 
but a serious metabolic derangement due to the fact that cholesterol has an important role in the 
pathogenesis of atherosclerosis. Hyperglycemia, characterized by excess of sugar in the blood, is a 
disorder that can cause several complications such as amputation and blindness. Too much urea in the 
blood is a strong indicator that the individual may have liver and kidney diseases. 
Having these problems in sight make it is easy to notice how important the control of glucose, cholesterol 
and blood urea levels is. Then comes the need to create a device to monitor the levels of these blood 
metabolites simultaneously and daily once they can rapidly change. 
Other than being a non-invasive tool, the biosensors devices provide in the health system a considerable 
saving compared to conventional methods. Another advantage of using biosensors for monitoring blood 
metabolites is due to the fact that there are patients who require daily monitoring, for example, diabetic 
patients. 
Biosensors are electronic devices capable of converting a biological reaction in an appropriate signal. 
This signal can be potentiometric, amperometric, conductimetric, optical, piezoelectric or 
enthalpymetric. Figure 1 shows the basic components of a biosensor. In (a), we have the biocatalyst, 
where the biochemical reaction responsible for generating the signal occurs in (b) we have the transducer 
in (c) the amplifier and in (d) the results. 
The clinical analysis methods that are currently being used in laboratories are expensive since they rely 
on duly qualified staff, large instruments, and appropriated place among other costs. Also, these tests 
bring some discomfort to the patient because of the need for a significant amount of biological fluid, 
which is usually collected with the use of needles and syringes, and thus can be considered invasive 
methods. 
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ABSTRACT

Over the last century there has been a considerable increase in human longevity and this made a large 

number of people to reach a critical age for development of several diseases. As a result of this increase in 

life expectancy health issues related, some examples are hypercholesterolemia, hyperglycemia and 

increased levels of blood urea. This paper presents a portable and low cost system using Artificial Neural 

Networks to blood metabolites identification. The system developed is based in amperometric biosensors 

and is able to perform the identification of glucose, cholesterol and urea concentrations in the blood. The 

main goals of this system is: the identification of three types of blood metabolites with their 

concentrations, the low cost of the entire system and the reuse capability of the biosensor. 

Keywords: artificial neural networks, chemical and biological sensors, monitoring blood metabolites 
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2. BIOSENSORS 
The biosensors then emerge as an alternative to replace conventional methods from clinical laboratories. 
The analysis can be done by the patient himself at any time and place with the need of only a single drop 
of blood. 

Other than being a non-invasive tool, the biosensors devices provide in the health system a considerable 
saving compared to conventional methods. Another advantage of using biosensors for monitoring blood 
metabolites is due to the fact that there are patients who require daily monitoring, for example, diabetic 
patients. 
Biosensors are electronic devices capable of converting a biological reaction in an appropriate signal. 
This signal can be potentiometric, amperometric, conductimetric, optical, piezoelectric or 
enthalpymetric. 
Figure 1 shows the basic components of a biosensor. In (a), we have the biocatalyst, where the 
biochemical reaction responsible for generating the signal occurs in (b) we have the transducer in (c) the 
amplifier and in (d) the results.

Figure 1. Representation of a biosensor: biocatalyst. 

The first biosensor was developed by Clark and Lions in 1962, and this became known as enzymatic 
electrodes, it can be seen in the figure below.

The enzymatic electrodes or biosensors are used in a number of analytical determinations, in which the 
detection rate of glucose on the blood is highlighted. From the invention of Clark and Lyons, several 
types of biosensors have been developed for different types of clinical analysis, obtaining the most 
prominent biomedical analysis such as the monitoring of hemometabolite in human blood (such as 
glucose, cholesterol and urea). 
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Figure 2 – Enzymatic biosensor by Clark e Lyons. 
The biosensors are usually classified according to the signal that is generated in the transducer. The 
amperometric biosensors are the most used and researched, as it can be seen in Figure 3. But there are 
other types of biosensors based on other types of signals. 

Figure 3 – Comparison chart for the most studied types of biosensors. 
The amperometric biosensors provide the ability to capture an electrical signal that is proportional to the 
analyte concentration (hemometabolite analyzed). They are the most common biosensors found in the 
market and are shown in Figure 4. 

Figure 4 – Commercial amperometric biosensors used in clinical analysis. 

3. THE CHEMISTRY IN BIOSENSORS 
The main components of a biosensor are the enzymes. The enzymes are biocatalysts that have high 
selectivity rate. They are proteins with the specific function of speed up chemical reactions that occur 
under unfavorable thermodynamically conditions. They considerably accelerate the speed of chemical 
reactions in biological systems when compared to corresponding non-catalyzed reactions. This is 
achieved by lowering the activation energy required for a chemical reaction, resulting in increased speed 
in the reaction and enabling the metabolism of living beings. The catalytic ability of enzymes makes 
them suitable for industrial applications such as in pharmaceuticals or food industry. The enzyme acts on 
the substrate witch is transformed into a product. In the absence of enzyme little product is formed, 
otherwise, the reaction is processed at high speed. Enzymes are the most specific catalysts known for 
both the substrate and for the reaction performed on the substrate. 
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3.1  Immobilization 
In a biosensor the enzyme is usually immobilized on the electrode surface along with another reagent 
that will react with one of the blood metabolites. In this study, the enzymes are immobilized using 
dendrimers. 
Dendrimers are monodisperses macromolecules, highly branched, with well-defined structures and 
uniform molecular weight, as shown in Figure 5. This class of compounds has received great attention 
from researchers because they have molecular uniformity, multifunctional surface and the presence of 
internal cavities. These specific properties make dendrimers suitable for the immobilization of enzymes. 

Figure 5 – Illustration of a dendrimer structure. 

4. ARTIFICIAL NEURAL NETWORKS 
Artificial Neural Networks are computational techniques presented in a mathematical model inspired by 
the neural structure of intelligent organisms and acquiring knowledge through experience, Figure 6 
shows the structure of a neuron. 

An artificial neural network can have thousands of processing units. Furthermore the brain can have 
billions of neurons.  
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Figure 6 – Delineation of the structure of the constituents of a biological neuron. 

The nervous system consists of an extremely complex set of neurons. The neuron can be considered the 
basic unit of the structure of the brain and the nervous system. The communication is done through 
pulses, when a pulse is received the neuron processes it, and after a certain action threshold is reached, 
the neuron triggers a second pulse that produces a neurotransmitter substance which flows from the cell 
body to the axon. They have an essential role in determining the performance, behavior and ratiocination 
of human beings. 

4.1 General features 
The artificial neural models, try to bring the computer processing to the human brain, and they 
correspond to algorithms that mimic the biochemical process of the brain and are similar to this on two 
points: a) Knowledge is gained through learning steps and b) Synaptic weights are used to store 
knowledge. Synapse is the name given to the connection between neurons, in it is assigned values that 
are called synaptic weights. The artificial neuron is a binary logical-mathematical device that tries to 
simulate the functions and behavior of a biological neuron. Thus, dendrites are represented by entries 
where connections with the artificial cell body are made through elements called weights that simulate 
synapses. 
Stimuli captured by the input are processed by the weighted sum function of signals, and the threshold 
for triggering the biological neuron was replaced by the transfer function. Combining several artificial 
neurons we can form the socalled Artificial Neural Network, a schematic example is shown in Figure 7. 
From an artificial neural network formed, a series of values can be applied to a neuron, and this is 
connected to others by the network. These values (or entries) are multiplied in the neuron by the weight 
value of their synapses. Then these values are added. 
If this sum exceeds an established limit value, a signal is propagated through the output (axon) of this 
neuron. Then, this same step is performed by other neurons in the network. This means that neurons will 
face some kind of activation, depending on the inputs and the synaptic weights. There are several ways to 
develop a neural network. It must be mounted according to the problems to be solved. In its architecture 
is determined the number of layers used (the layers are formed by neurons) and the number of neurons in 
each layer, the type of synapse used. 

Figure 7 – Representation of the architecture of an artificial neural network (ANN). 
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4.2 Training 
The most important property of neural networks is the ability to learn and thereby improve their 
performance. They learn by rote memorization, contact, examples, by analogy, by exploration and also 
by discovery. This is done through training, iterative process of adjustments applied to the weights. 
Learning occurs when the artificial neural network reaches a generalized solution to a class of problems. 
It is called learning algorithm a well-defined set of rules for solving a learning problem. There are many 
types of learning algorithms specific to certain models of ANNs (Artificial Neural Networks) they differ 
from each other by how the weights are modified. 
The learning process of neural networks is performed when there are several significant changes in the 
synapses of neurons. These changes occur according to the activation of neurons. If some connections 
are used more frequently these are enhanced while others are weakened. 
For this reason when an artificial neural network is deployed for a given application it takes time for it to 
be trained. There are basically three types of learning in artificial neural networks: 
(I) Supervised; in this type, the neural network receives a standardized set of inputs and corresponding 
output patterns, there are adjustments in synaptic weights until the error between the output patterns 
generated by the network has a desired value; 
(ii) Non-supervised; in this type, the neural network process the data to determine some properties of the 
data set. From these properties the learning is made; 
(iii) Hybrid; this type is a merge of supervised and unsupervised. Thus, a layer can work as one type 
while the other layer works with the other type. 

4.3 Multilayer perceptron 
The artificial neural network is a system of neurons connected by synaptic connections and divided into 
input neurons that receive stimuli from the external environment, internal or hidden neurons and output 
neurons, which communicates with the exterior. The way to arrange the neurons into distinct layers is 
called a multilayer perceptron. The multilayer perceptron, as the diagram in Figure 8, was designed to 
solve complex problems, which could not be resolved by the basic model of neural network, also known 
as single-layer perceptron, witch only has the input and output layer of neurons. 

Figure 8 – Representation of a multilayer perceptron. 
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The internal neurons are of paramount importance for the neural network once it has been proven that 
without them it becomes impossible to solve problems not linearly separable. In other words we can say 
that a network is composed of several processing units, whose operation is quite simple. Usually the 
layers are classified into three groups: - Input Layer: where patterns are presented to the network; - 
Intermediate or Hidden Layers: where most of the processing is done through weighted connections, can 
be considered as features extractors; - Layer Output: where the final result is completed and submitted. 

4.4 The backpropagation algorithm 
The backpropagation algorithm uses supervised learning this means he try to find iteratively the smallest 
difference between the desired outputs and the outputs obtained by the artificial neural network, with a 
minimum error. It works by adjusting the weights between the layers through the backpropagation by 
correcting the error detected, with other words, propagating the error from the output layer to the input 
layer in each iteration. Networks using backpropagation work with the generalized delta rule suitable for 
multilayer networks. The default delta rule essentially program a descendent gradient in the squared sum 
of the error for linear activation functions, logical threshold function. Network without intermediate 
layers can solve problems where the error surface has the shape of a paraboloid with only a minimum. In 
these cases we should use a network with intermediate layers. Still, the networks are subjected to 
problems with local minima. The generalized delta rule, which will be discussed later, works when used 
on the network units with a semi-linear activation function, which is a continuous differentiable and 
non decreasing function. An activation function widely used in these cases is the sigmoid function. 
The learning rate is a proportionality constant because this learning procedure requires only that the 
change in weight be proportional to η. However, the true gradient requires that infinitesimal steps be 
taken. 
So the larger this constant the greater the change in weights, increasing the speed of learning, which can 
lead to a model oscillation on the error surface. The ideal would be to use the higher learning rate as 
possible that does not lead to an oscillation, resulting in a faster learning. 
The training of MLP (Multilayer Perceptron) networks with backpropagation may require many steps in 
the training set, resulting in a considerably long time of training. If a local minimum is found the error for 
the training set stop its decrease and stay in highly acceptable value. One way to increase the learning 
rate without increasing the oscillation is to modify the generalized delta rule to include the term 
momentum, a constant that determines the effect of past changes in the weights of the current direction of 
movement in space of weights. This way the momentum term takes into account the effect of previous 
weight changes in the direction of the current movement in the space of weights. The momentum term 
becomes useful in error spaces containing long throat, with sharp curves and valleys with gentle 
descents. 
Once the network is trained and the error is in a satisfactory level it can be used as a tool for classification 
of new data. For this, the network should be used only in feedforward mode.  In other words, new entries 
are presented to the input layer then processed in the intermediate layers and the results are presented in 
the output layer, as in training, but without the backpropagation. In addition, you may need to preprocess 
the data, through standardization, escalations and format conversions to make them more appropriate for 
the network usage. In the interpretation of the network the output shown is the data model. 
The ANNs using backpropagation as well as other types of ANNs can be seen as "black boxes" in which 
almost no one knows why the network reaches a certain result, where the models do not have 
explanations for the answers. In this regard many studies are performed to extract knowledge from 
ANNs and the creation of explanatory procedures, which in certain situations can justify the conduct of 
ANNs.  
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Another limitation is the training time of ANN (Artificial Neural Network) using backpropagation, 
which tends to be pretty slow. Sometimes it takes hundreds of cycles to reach an acceptable level of error, 
especially if it is being simulated in ordinary computers, because the CPU (Central Processing Unit) 
must calculate the functions for each unit and its connections separately, which can be problematic in 
very large networks or with large amounts of data. It is very hard to define the optimal architecture of 
ANNs so that it is as large as necessary to obtain the necessary representations, while small enough to 
have a faster training. 
There are no clear rules to define how many artificial neurons an intermediate layer must possess, how 
many layers there should exist, not even how each connection between units should be. 

4.5 ANN development 
4.5.1 Data Collection 
The first step of development of an ANN is the collection of data of the problem and the separation into a 
training set and test set. This task requires a careful analysis of the problem in order to guarantee no 
ambiguities or data errors. Furthermore, the data must be meaningful and cover the entire problem 
domain and should not cover only the normal or routine operations but also the exceptions and the 
boundary conditions of the problem domain. 
Typically all the data collected are separated into two categories: training data which are used for training 
the ANN and test data which will be used to verify the performance of ANN under real conditions of use. 
Besides this division, you can also use a subset of the training set, creating a validation set, used to verify 
the efficiency of ANN and also as a stopping criterion of the training. After determining the sets they are 
placed in random order for prevention tendencies associated with the order of presentation of data. In 
addition, you may need to pre-process the data through standardization, escalations and format 
conversions to make them more appropriate. 

4.5.2 ANN Configuration 
After collecting the data it is time to setup the configuration of the ANN, which can be divided into the 
following steps: 
I.  Selection of an appropriate neural paradigm for the application. 
II.  Topology determination of the ANN to be used (number of layers, number of artificial neurons in 
each layer, etc.). 
III.  Determination of parameters of the learning algorithm and activation functions. This step has a huge 
impact on the system performance. Usually these choices are made on an experimental basis. The setting 
of ANNs requires experience designers. 

4.5.3 ANN Training 
At this stage following the training algorithm chosen, as shown in Figure 9 the weights of the 
connections are adjusted. It is important to consider aspects such as the initialization of the ANN, the 
training mode and the time spent to train it. A good choice for weights initial values can significantly 
reduce the training time. Normally, the weights initial values of the network are random numbers and 
distributed uniformly in a defined range. The wrong choice of weights can lead to a premature saturation. 
As to training, in practice the most widely used is the default mode due to the smaller data storage, in 
addition to being less susceptible to the problem of local minima. On the other hand, in batch mode if you 
have a better estimate of the gradient vector, which makes training more stable. The relative efficiency of 
the two training modes depends on the problem that is the case. 
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Figure 9 – Flowchart representation of the ANN used. 

As for the training time several factors may influence the duration, but we always use some stopping 
criterion. In the backpropagation algorithm the stopping criterion is not well defined and it is usually 
used a maximum number of cycles. But it must be considered the average error rate per cycle and the 
generalizability of the ANN.  It may happen that at a given moment the generalization of the training 
process start to degenerate, in other words, causing a loss in the ability of generalization. So we must find 
a good stopping point with minimum error and maximum capacity of generalization. The flowchart of 
the backpropagation ANN for control and automation of the multienzyme biosensor device for 
monitoring the blood metabolites glucose, cholesterol and urea. 

4.5.4 Tests 
During this phase the test set is used to determine the performance of the ANN with data that were not 
previously used. The performance of the ANN at this stage is a good indication of its actual performance. 
Other tests should be considered such as analyzing the behavior of the ANN using special entries and 
analysis of current weights of the ANN, because if there are very small values the associated connections 
can be considered insignificant and thus be eliminated. Conversely, values that are greater than others 
could indicate that there was a loss in the ability to generalize the ANN. 

4.5.5 Integration 
Finally with the ANN trained and evaluated, it can be integrated into an operating environment system of 
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the application. For increased efficiency of the solution this system should include usability facilities as a 
convenient interface and an ease acquisition of data through spreadsheets, interfaces with signal 
processing units, or standard files. 
We should periodically monitor the system performance also network maintenance should be done when 
needed or indicate the need of re-training to designers. Further improvements can be suggested when 
users are becoming more familiar with the system, these suggestions may be very useful in new versions 
or new products. 

5. ANN DEVELOPMENT FOR BLOOD METABOLITES ANALYSIS 
The biosensors are a promising tool to supplement the clinical analysis techniques due to its properties 
such as selectivity, low cost of construction and storage, potential for miniaturization, making it easy to 
build simple and portable equipment where the patient himself could do all the monitoring. 
The reading of recent literature shows that more and more problems in the area of analytical chemistry, 
such as the concentration analysis of components of a mixture, has been solved using ANNs, and it was 
observed that the multilayer perceptron using backpropagation algorithm has been the most widely used. 
This way, for teaching purposes an ANN was built, it uses the supervised learning and a feedback 
algorithm that is weights are modified during the computation so that the next weight will be given in 
terms of the current, the difference between the desired output and current output and the so-called 
learning rate. The development and testing process of the ANN will be described below.

The experimental procedure was basically divided into three stages. The first stage consisted by 
obtaining the reaction curves of the blood metabolites with the chemical components of the biosensor. In 
the second stage the data representing the curves were normalized and presented to the ANN. The third 
and final stage consisted of comparing the response data to validate the developed ANN and the method 
of analyzing curves proposed in this paper. 

5.1 Obtaining Curves 
The curves shown in this paper are obtained from the chemical reaction between the conductor and the 
blood metabolites present in the biosensor. As in any chemical reaction there are electron transferences, 
we used a Keitlhey voltage/current source to obtain each concentration curve of each of the three blood 
metabolites, a model 237 (K237) was used as shown in Figure 10,  this voltage source is capable of 
responding which electric current was produced in a chemical reaction in a given time. This response is 
given as a time curve in the y-axis, measured in seconds, and electric current in the x-axis, measured in 
amperes.  

The Keitlhey K237 is a source unit that measure with a high precision, essential to the realization of 
voltage measures between 10V to 1100 V, and current measures from 10 fA to 100 mA where these 
ranges are fundamental measures of low signals and any others that requires precision.  For automated 
control of any data acquisition, this instrument has IEEE-488 standard, which allows its programming 
via computer. With all these features this measuring unit source accurately characterize the environment 
in which a patient will measure the concentrations of their blood metabolites using a common 
amperometric meter as previously shown.
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Figure 10 – Keitlhey measuring unit source model 237. 
For each hemometabolite - cholesterol, urea and glucose - 181 samples were made starting at 0.2 mM 
(0.2 mmol / L) then 0.4 mM (0.4 mmol / L) and increasing the concentration with 0.2 mM for each 
sample up to a concentration of 36.2 mM (36.2 mmol / L). This way for all three blood metabolites we 
will be covering the concentrations for medical interest, because the normal concentration of these blood 
components are shown in Table 1. Is worth remembering that: 
� Urea > 214 mg / dl (35.6 mmol / L) is indicative of acute renal failure. 
� Glucose < 45 mg / dl (2.52 mmol / L) neurological symptoms of hypoglycemia, which can extend from 
a decrease in cognitive function even lead to unconsciousness. Glucose > 450 mg / dl (25.2 mmol / 
L) diabetic coma due to lack of insulin. Cholesterol > 240 mg / dl (6.2 mmol / L) serious risk of 
heart disease. 

Table 1 – Concentration of blood metabolites for medical interest.
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Figure 11 – Biosensor used for the reaction with hemometabolite. 

Each of these concentrations was placed to react with the biosensor, shown in figure 11, producing 
curves as shown in Figure 12, generated through the measuring source.

Figure 12 – Response of the electric current as a function of glucose concentration. 
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5. 2 Data preparation 
With the curves of current vs. time, as shown in Figure 13, the data representing the curves were 
standardized to be presented to the ANN to be tested and validated. To standardize the data curves the 
following techniques were used:
1. Standardization by the range of variation, where the point to be standardized is subtracted by the 
lowest value point on the set and divided by the difference between the highest and the lowest points of 
the set. 

2. Standardization by standard deviation, where the point to be standardized is subtracted by the average 
of the set of points and divided by the standard deviation of the set of points. 

Figure 13 – Chart showing the current response time for the reaction of 20mM 

Figure 13 shows the values for the reaction around 20 mM cholesterol with the reagent of the biosensor. 
In the y-axis is time in seconds of the chemical reaction and the x-axis is the electric current produced 
measured in uA.  The graphs presented in Figures 14 and 15 have the same data described in Figure 13, 
but their axes are respectively formatted using the standardization by the range of variation and the 
standardization by standard deviation. 
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Figure 14 – Chart showing the current response time for the reaction of 20mM with axes 
standardized via standardization by the range of variation 

Figure 11 – Biosensor used for the reaction with hemometabolite. 

Each of these concentrations was placed to react with the biosensor, shown in figure 11, producing 
curves as shown in Figure 12, generated through the measuring source.



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 01, Jan-Apr 2024)                                             Page No - 15

ISSN 2210-142X

Figure 15 – Chart showing the current response time for the reaction of 20mM with axes standardized 
via standardization by the standard deviation. 
The concentration values of the curves were also standardized using the same techniques. The blood 
metabolites were also identified numerically, but as in this case the identification job of the ANN is to 
classify the curve analyzed in one of the three classes of blood metabolites that are being studied in this 
article, the desired response for the classification is shown in Table 2. 

Table 2 – Desired response for the classification of curves in three classes of blood metabolites. 

5.3 Determination of the ANN structure 
After the data is ready for presentation to the ANN, it was necessary to determine what structure of the 
ANN we were going use, how many nodes in the input layer, or how many input variables is needed for 
the ANN accurately determine what concentration of blood metabolites and which hemometabolite is 
being measured, and also in the hidden layer of the network how many nodes are needed. In addition to 
validate the ANN software that was developed during this work for its future use in other studies. For this 
purpose we used the Nets 3.0 and MATLAB R2008a, two highly renowned programs that works with 
neural networks. 

5.3.1 Data separation for the formation of testing, validation and control groups 
As a beginning of testing, due to the large number of curves that were available, 181 (one hundred and 
eighty-one) curves for each hemometabolite, the curves were divided into three groups. A group called 
test, with 327 (three hundred twenty-seven) curves with 109 (one hundred and nine) curves for each 
hemometabolite that was used for the learning of the ANN, 60% (sixty percent) of all curves. Another 
group called validation with 108 (one hundred and eight curves), 20% (twenty percent) of all curves, 36 
(thirty six) curves for each hemometabolite used for testing (to verify that the values of free parameters 
of the ANN, synaptic weights, momentum and learning rate causes the ANN to determine which 
hemometabolite is being measured and what is its concentration) the ANN. Also another group called 
control, also with 108 (one hundred and eight) curves with 36 (thirty six) curves for each 
hemometabolite, 20% (twenty percent) of all curves, to ratify the free parameter values obtained, the 
table 3 summarizes the data curves. 
 

Table 3 – Formation of validation, control and group tests.

5.3.2 Presentation of data to the ANN for tests 
For testing purposes the data were presented as follows: 
� The training mode is sequential, this means that after each presentation of a set of example the error 
backpropagation occurred for the correction of the synaptic weights. 
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� During the training phase of the ANN cholesterol, urea and glucose curves were alternately presented 
to the ANN, but respecting an order of increasing concentration value. 
� For validation and control the curves were presented randomly to the ANN. 
� Data using both standardization were presented, but in the first tests the standardization by the range of 
variation method was proved to be better be reaching better results, once this standardization produce 
results with values between 0 (zero) and 1 (um) which facilitates the ANN process of learning 
(SCHALKOFF, 97), furthermore, the data was standardized by the standard deviation were not used in 
the test. 
 
5.3.3 First test 
For all tests, the ANN used is the multilayer perceptron, feedforward, using the backpropagation 
algorithm to adjust the synaptic weights. For the first test we used the following structure of the ANN: 
� Input layer with two neurons to receive the ordered pairs (electric current, time). 
� A hidden layer with 10 (ten) computational neurons and with a nonlinear sigmoid activation function. 
� The output layer with 4 (four) computational neurons and nonlinear sigmoid activation function. 
� Learning rate equals to 0.6 and momentum equals to 0.3. 

We used three different neural networks, one of them developed using MATLAB R2008a a second one 
using the Nets 3.0, and a third one using the ANN software developed during this work. The ANNs 
developed using MATLAB R2008a and Nets 3.0 are being used in this work also to check the 
performance of the ANN software developed in this work, this software is being called SJRNA in the 
text. The results obtained in the first trial are listed in Table 4. 
 

Table 4 – Results of the first test 

The 100% value of accuracy is considered as follows, for example: 
1.Considering the concentration of 5.2 mmol and 5.4 mmol its standardized values are 0.138889 and 
0.144444. 
2. It is considered that there was an error by the ANN when the difference of the produced value by it is 
greater than 0.001, this error is enough so that the ANN can accurately determine with precision the 
concentration value, once the smallest difference between the two concentrations in sequence is 0.004, 
and to determine which class of hemometabolite the curve belongs this error is quite satisfactory, 
because there are only three classes to be checked and the worst output produced by the network had the 
following values: (0.9989 / 0.00108 / 0.001783) produced by the first test. 
The three ANNs used in the first test were proven to be very effective concerning the identification of 
which hemometabolite belongs to the points of the analyzed curve, but were unable to identify the 
concentration of each curve, this was due to the existence of a large amount of ordered pairs (current, 
time) that belonged to more than one same curve. And another problem was the delay in making a 
training because each curve to be presented consists of 150 ordered pairs (current, time), this way the 
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need to reduce the amount of data to be presented to the ANN was observed and also the need to 
introduce some other variables in order to the ANN have a reasonable performance in identifying the 
concentration. 
 
5.3.4 Second Test 
For the second test, due to the need to decrease the amount of ordered pairs representing each curve and 
the introduction of new variables to improve the performance of the ANN the following changes in the 
training set and structure of ANN were made: 
1. For each curve was calculated the area of the curve peak, as shown in Figure 16, and the breadth and 
these two data began to be used as input parameters of the ANN by increasing the number of entries from 
two to four. 
2. To decrease the number of ordered pairs representing each curve only the ordered pairs from the peak 
were used, this way each curve is going to be represented by 40 (forty) ordered pairs (current, time).

Figure 16 – The curve peak is shown in evidence. 

                                                                                                                  
With the changes the ANN configuration was as follows: 
� Input layer with 4 (four) neurons to receive the parameters of the peak area, curve peak width and the 
ordered pairs current and time. 
� Hidden layer with 10 (ten) computational neurons and sigmoid nonlinear activation function. 
� The output layer with 4 (four) computational neurons and sigmoid nonlinear activation function. 
� Learning rate equals to 0.6 and momentum equals to 0.3. 
The results with the introduction of these changes can be seen in Table 5 below.  
 

Table 5 – Results of the second test. 
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The 100% value of accuracy is considered as follows, for example: 
� Considering the concentration of 5.2 mmol and 5.4 mmol its standardized values are 0.138889 and 
0.144444. 
� It is considered that there was an error by the ANN when the difference of the produced value by it is 
greater than 0.001, this error is enough so that the ANN can accurately determine with precision the 
concentration value, once the smallest difference between the two concentrations in sequence is 0.004, 
and to determine which class of hemometabolite the curve belongs this error is quite satisfactory, 
because there are only three classes to be checked and the worst output produced by the network had the 
following values: (0.9989 / 0.00108 / 0.001783) produced by the first test. 
The new data show that the changes that were made are essential on determining the values of the curves, 
once the worst result the ANN had was not capable of distinguish only 16 curves that had concentration 
with the difference of only 0.2 mmol. 
 
5.3.5 Third Test 
In the third test all changes made in the second test were retained, but with the difference that we used 
two different ANNs, one to determine the concentration and another one to determine which class of 
hemometabolite belonged the analyzed curve. The ANN used to determine which class belonged the 
curve to be analyzed was given as follows: 
� Input layer with two neurons to receive the ordered pairs (current, time). 
� A hidden layer with 10 (ten) computational neurons and sigmoid nonlinear activation function. 
� The output layer with 3 (three) computational neurons and sigmoid nonlinear activation function. 
� Learning rate equals to 0.6 and momentum equals to 0.3. 

The results are shown in the Table 6 below. 
 

Table 6 – ANN test results to determine the class of the curve 

The ANN used to determine the concentration of the analyzed curve was given as follows: 
� Input layer with 4 (four) neurons to receive the parameters of the peak area, curve peak width and the 
ordered pairs current and time. 
� Hidden layer with 10 (ten) computational neurons and sigmoid nonlinear activation function. 
� The output layer with 1 (one) computational neuron and sigmoid nonlinear activation function. 
� Learning rate equals to 0.6 and momentum equals to 0.3. 
 
The results obtained with the introduction of these changes can be seen in the Table 7 below: 
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Table 7 – ANN test results to determine the concentration curve 

The separation into two ANNs was efficient because they began to accurately hit all the concentrations 
and blood metabolites classes. 

6. CONCLUSION. 
By analysis of the tests can be concluded that: 
� The process described in this article to classify and determine the concentration of hemometabolites 
proved to be efficient, mainly when using specialized ANN to classification and determination of 
concentrations, as show the third test. 
� Using the same methods for obtaining curves of chemical reactions discussed in this article. To 
determining concentration of hemometabolite, the ANN multilayer perceptron type that uses 
backpropagation algorithm to adjust the synaptic weights proved to be efficient and can used to 
determine concentrations of reagents  of others chemical reactions. 
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I. INTRODUCTION 
In the design of current large-scale and highly functional embedded systems, enhancement of design 
quality often entails an increase in the time and cost of developing the hardware of embedded systems. 
Design methods based on MATLAB and Simulink focus on improving the efficiency of developing 
increasingly complex hardware as well as algorithm design in specification-level design [1]. Here, a 
design method is proposed based on the MATLAB M language. In this paper, model-based design (Fig. 
1) represents hardware models (multipliers, adders, multiplexer, etc.) as combinations of hardware 
circuitry. The adoption of this representation facilitates the understanding of hardware configurations 
and architectures in comparison with representation based on the C language or a hardware description 
language (HDL). Fig. 2 shows coefficient matrices used in a Sobel filter, which is commonly used for 
edge detection in image processing. In the example, two operators (one for horizontal and one for 
vertical line detection) are represented in the M language [2].  

In general, these matrix operations provide a description similarly to mathematical formulas in M-based 
design, which also facilitates the understanding of the processes in algorithm development. In addition, 
these two design methods support automatic simulation and generation of HDL code. Thus, their 
adoption in hardware development is expected to reduce the need for manual coding as compared with 
traditional methods in design, implementation, and verification at the algorithmic level. A 
“visualization” feature can also be added to the entire development process, which is also expected to 
reduce turn

ABSTRACT

The MATLAB M language provides constructs for the simple representation of functions, and has been 

used extensively for algorithm development and verification in communication and imaging systems 

design. The M language processes entire arrays simultaneously, and it is expected that design based on M 

can be implemented faster and with the same or higher quality as compared with design based on other 

languages. This paper presents a design methodology using M-based design flow for signal processing 

filters. The results of this design methodology demonstrate the high efficiency of the M-based design flow 

as compared with conventional functional modeling and manual coding using a hardware description 

language. 
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Figure 2.  Example of matrix representation using M. around time (TAT) and to improve the overall 
design quality. 

Our paper is structured as follows: Section 2 describes the background to M-based design. Section 3 
gives an overview of design methodology in both M-based design and C-based design. Section 4 
presents an outline of the image processing algorithm used in this study. Section 5 describes a set of 
experiments that we conducted on diverse real-world applications on the filter, and furthermore presents 
the design methodology for the implementation and simulation of Mbased design. After that, we discuss 
the results in Section 6 and state our conclusions in Section 7. Lastly, Section 8 discusses future work. 

II. BACKGROUND 
In this paper, we introduce M-based design methods implemented in MATLAB and Simulink. Model-
based design methods implemented in MATLAB and Simulink will be described elsewhere. Increasing 
the productivity of hardware implementation from the stage of algorithm design and exploration should 
help to improve TAT, as well as the overall quality of the entire embedded system. From the results of 
several trials, the M language has been recommended for algorithm design in earlier stages of hardware 
development, which includes mathematical operations for signal processing (linear operations, complex 
arithmetic operations, etc.) [3]. 
Behavioral synthesis with the M language is expected to be advantageous for hardware design since M is 
highly efficient for developing hardware design techniques that apply synthesis at a high level of 
abstraction and language input. This efficient M-based design method was applied in this work with the 
aim to implement signal processing algorithms in hardware. While an M-based design method was 
utilized in design development, the HDL code for hardware implementation was generated with a 
language conversion tool in order to automate the design flow. An efficient hardware design method was 
used that facilitates the trade-off analysis of hardware design in order to visualize the overall structure 
and to remove unnecessary variables. In this paper, we report a case study on the application this design 
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method to hardware design flow. 

III. DESIGN BASED ON M AND C BASED LANGUAGES 
Various methods have been proposed for reducing the time necessary for designing embedded system 
hardware. Schliebusch et al.’s technique [4] has been proposed as the most versatile in the case of design 
methods based on C-based languages (such as C/C++, SystemC, and SpecC) [5,6,7]. Techniques for 
automatic conversion from C-based languages into HDL by means of behavioral synthesis tools have 
been developed [8]. However, since C-based languages are originally software-oriented, the utilization 
of these behavioral synthesis tools for this task poses considerable difficulties. 
Furthermore, in system-level design, C-based languages do not implement the data structure and 
operators necessary for the target operation, which further increases the cost and effort associated with 
design implementation since these operations must be created separately in accordance with the required
functionality. For example, in image processing of files in various formats, a program must be written to 
create a stream of image data. For this purpose, input/output functions are embedded into the M 
language. Specifically, image files are typically stored in various formats such as BMP, JPEG, and TIFF, 
and pixel data can be read as an array by using the built in functions in MATLAB [9]. The following 
items represent several major advantages of the M language over C-based languages in regard to 
hardware design: 
� Simplified test bench generation. 
� Straightforward creation of fixed-point models. 
� Quick response to design constraints.  
In other words, the M language provides a rich simulation environment for functional verification. 
Therefore, if the advantages of the M language are utilized in the design process, the flow from algorithm 
development to hardware design can be simulated rapidly and accurately. Moreover, the automatic 
conversion of M source code into valid HDL code is expected to enable the design of high-performance 
and high quality hardware in a seamless process encompassing all steps from algorithm development to 
hardware implementation, while maintaining a high level of abstraction. 

IV. ALGORITHM DEVELOPMENT 
In this section, the image processing algorithm used in this study is described. In image processing, there 
are a variety of purposes that require detecting a boundary (edge) of an area in the image. An edge can be 
detected by using the differential operator for the change in pixel brightness, because this change is large 
at the region boundary. Another possibility is using a difference operation instead of a differential 
operation in processing the digitized image. Here, a coefficient combination for performing the 
differential operation is referred to as a differential filter. Differential filters can be classified as 
firstderivative filters (Sobel filter, Prewitt filter, etc.) and second derivative filters (Laplacian filter, etc.). 
A linear filter is generally expressed in an input image f(x,y) and filter function h(x,y) with a convolution 
integral as follow: 

In an actual computer, a digital calculation is performed using a digital image. Therefore, equation (1) is 
expressed in discrete form as follows: 
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Here, M and N are the number of pixels along the x- and y directions of each image. Moreover, a 
neighboring region in the filter is a rectangular region around the target image element.

Furthermore, we define m, n, and h’ as follows: 

This section describes a differential filter. We calculate the differential in the image with respect to x and 
y: 

In the first-derivative filter, we then set up a differential whose magnitude is independent of direction:

However, this calculation is nonlinear. The output filter is therefore a nonlinear filter [10]. In the second-
derivative filter, the Laplacian of the second-order differential equation is shown below: 

We present an overview of a design method based on the MATLAB M language. This particular section 
presents the development of an image processing algorithm for edge detection with the aid of the M 
language. In general, when investigating image features, it is necessary to perform feature extraction and 
filtering. Accordingly, edge detection, an important feature extraction process, is described here. This 
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algorithm uses Sobel edge detection of horizontal and vertical lines in images [11]. Typically, the Sobel 
filter uses coefficient matrices (shown in Table 1) to detect horizontal and vertical lines Fig. 3 shows the 
original image, while Fig. 4 shows the results of the edge detection process [12]. It is apparent that only 
vertical and horizontal lines are clearly detected in the respective steps of this algorithm. Combining the 
horizontal and vertical gradients (fx(x,y) and fy(x,y) respectively), the edge detector f '(x, y) can be 
calculated as follows: 

Equation (10) is calculated for each pixel, the resulting image shows sharp contours representing edges 
in the image. Thus, edge detection is possible by using a Sobel filter. In this calculation process, an 
example of an implementation of the Sobel filter algorithm in M is shown in Fig. 5, where the coefficient 
matrices used in the filter can be defined directly inside the function. The image data can be represented 
in the form of an array, such as (I) in the example, by using built-in file input functions. 
Currently, the Verilog HDL and VHDL languages are used for detailed design of hardware, the C and 
C++ programming languages are used for software development, and system description languages or 
blocks are used for system design in order to integrate the specifications in a manner that satisfies the 
specifications. Thus, one factor that obstructs the efficient design of embedded systems is the use of 
different languages by the parties involved, namely, the hardware designer, the software designer, and 
the system designer. 
In this regard, a model can be created automatically in order to determine the detailed specifications for 
hardware implementation from a high-abstraction algorithm developed by using the M-based design 
method, which can improve design productivity. In addition, simulation performance and modeling 
efficiency can also be improved when a reference model is created at a high abstraction level with the M 
language and a simulation is conducted with that model.  

TABLE I.  COEFFICIENT MATRICES USED IN SOBEL FILTERING
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Figure 4.  Vertical and horizontal feature extraction with Sobel filtering. 

Figure 5.  Combined results of vertical and horizontal feature extraction. 

Therefore, if HDL code can be generated automatically from the M language, it would be possible to 
design a largescale integration (LSI) and field-programmable gate array (FPGA) in short TAT and 
without the need for manual HDL coding. In addition, the developed algorithms and the HDL code can 
be easily simulated, which improves the efficiency of functional verification. As a result, these measures 
would allow for the implementation of efficient verification and cosimulation environments for 
embedded systems. 

V. EXPERIMENTAL RESULTS 
A. Case study of image processing filter design 
In this section, we report a case study where the M language was used in the design of the Sobel image 
processing algorithm described in the previous section. In this case study, an FPGA was used as the target 
device for designing a hard- 



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 01, Jan-Apr 2024)                                           Page No - 27

ISSN 2210-142X

Figure 6.  Example of algorithm development in M. 
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Figure 7.  Example of script in M. 

TABLE II.  PERFORMANCE RESULTS 

ware implementation of this algorithm. First, the description in M shown in Fig. 6 and 7, was simulated 
in MATLAB in order to validate the algorithm, where the verification was followed by the hardware 
development phase if the results agreed with the specifications. The constraints of the hardware 
implementation, such as fixed-point operations, the number of input and output bits and the performance 
frequency, were given, and behavioral synthesis was conducted. HDL was automatically generated from 
the M source code at the algorithmic level. Table 2 shows the circuit performance for reference. The most 
important constraint in this study was the operating frequency of the FPGA, which was set to 100 Mhz. 
The circuit was considered to be generated as desired when this constraint was met. Next, the design time 
was evaluated. The M language was used to examine the Sobel filter design specifications (including 
algorithm development). Thereafter, the time required for automatic generation of HDL code in M-
based design was compared with the time necessary for manual HDL coding. In the M-based design 
method, which was based on the algorithmic level of abstraction, a simulation considering the hardware 
design was conducted. Thus, the process of converting floating-point operations into fixed-point 
operations  

TABLE III.  COEFFICIENT MATRICES USED IN PREWITT FILTER 
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TABLE IV.  COMPARISON BETWEEN SOBEL AND PREWITT FILTERS 

(i.e., from M to HDL code) was automatic. In addition, the test benches of the HDL description were also 
generated automatically and simultaneously with the generation of HDL code, and the time required for 
simulation verification was reduced. Note that hardware and software design can be validated in parallel 
with the design requirements after the specifications are in place. Doing so can reduce the number of 
design iterations and re-spins and thus reduce the overall development time. Moreover, the reusability of 
the operating environment increased by continuing the M-based design process, which presents further 
possibilities for reducing the development time [13]. Next, a Prewitt filter was designed by using M-
based design. This design was easily accomplished by simply changing the values of the matrix elements 
of a Sobel filter. 

Specifically, some values of the matrix elements in Table 1 are changed to those in Table 3. Table 4 
compares these two filters. The performance (maximum operating frequency) and area (Kgate number) 
of these two filters were nearly the same. The run time in the table indicates the implementation time 
from register-transfer level generation using the M language. In short, once a Sobel filter is designed 
using an M-based language, a Prewitt filter can be designed within approximately 500 s. This 
remarkable feature is also effective for design reuse in M-based design flow. 

B. Case study of comunication filter design 
We also conducted a case study involving the design of a digital filter used extensively in various 
embedded systems. As in the previous section, the target device of the design case study was an FPGA. In 
this case, the filter algorithm was developed in M, after which it was verified at the level of floating-point 
operations. When the behavior of the algorithm 
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Figure 8.  Comparison of fixed-point results (top) and floating-point results (middle), and the 
resulting quantization error (bottom).

Figure 9.  Digital filter design flow.
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Ÿ

Performance frequency (Mhz)
Figure 10.  Trade-off analysis results. 

was satisfactory, an automatic conversion into fixed-point operation was performed in order to obtain 
the respective hardware design, where the fixed-point operations were described as fixed integer and 
decimal parts of a bit sequence. Quantization error arises when approximating real numbers with a 
variable decimal point, for example, when comparing the results of floating-point and fixed-point 
calculations. The magnitude of this error must be examined in hardware design, and MATLAB can be 
used for rapid and straightforward computation of this parameter. Fig. 8 shows the results for the 
quantization error associated with fixed-point and floating point operations, where the fixed-point 
simulation results are shown in the top panel, the floating-point simulation results are shown in the 
middle panel, and the quantization error is shown in the bottom panel. Clearly, the quantization error is 
within the interval of ±3/1000. Additionally, MATLAB can display and compare three simulation results 
simultaneously on the same screen, which is convenient when verifying the results.  
Here, we describe a case study of designing a Kalman filter, which is often used in car navigation systems 
as well as in video processing. First, the Kalman filter algorithm was developed in M. Fig. 9 shows the 
hardware design flow, where it is clear that once developed, the floating-point model in M at the 
algorithm development phase automatically proceeds to the hardware implementation phase in the form 
of a gate-level netlist.  
In general, the two major constraints in this case are speed (frequency) and cost (device area) for digital 
filter design, in other words, the desired results are high speed and low cost. However, those two 
constraints are in a trade-off relationship, and they must be investigated by changing a number of 
parameters and performing several design iterations with each set of parameters. This design flow can be 
automated in order to promptly obtain trade-off analysis results in a simple manner by examining 
various combinations of constraints. Fig. 10 shows the analysis results for this case study, where the 
design constraints were a frequency over 100 MHz and an area smaller than 30 KG, and it is clear that the 
optimal result is attained at a frequency of around 120 MHz Thus, the M-based design method can be 
used for performing faster and easier trade-off analysis without any changes to the M-based description 
at the algorithmic level. 

C. Case study of FIR filter design and verification  
Next, we introduce a case study where M-based design is used in the verification of a finite impulse 
response (FIR) filter, which is one of the most commonly utilized digital filter types in mobile phones, 
receivers, and other devices. This time, the target of the design is a 16-dimensional FIR low-pass filter 
with given specifications. The main specifications are a sampling frequency of 44 kHz and a cut-off 
frequency of 2 kHz. Other filter factors, such as response type, frequency specification and amplitude, 
can be easily set in MATLAB.  
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In the M-based design environment, if a parameter is defined as a user variable, then it is considered that 
the parameter can be changed freely, and therefore the design

Figure 11.  Setting the number of input bits. 

TABLE V.  TRADE-OFF ANALYSIS BASED ON THE NUMBER OF INPUT BITS

specifications can be modified. Here, the process involves designing the filter hardware and focusing on 
the number of input bits, which is one of the most important variables. As described earlier, the input 
consists of a number of bits and a binary point. If these parameters are provided as data with variable 
length and decimal point position, they can be changed. In this regard, Fig. 11 shows an outline of this 
configuration. At the filter algorithm development phase, input signals are processed by floating-point 
operations, while fixedpoint operations are needed in the case of hardware design. 
Therefore, the number of input signal bits must be fixed in the latter. Although the signal accuracy 
becomes higher as the number of input bits increases, the size of the designed circuit increases, and vice 
versa. As described in the previous sections, trade-off analysis is performed with respect to the number of 
input bits. Table 3 shows how the circuit performance varies based on the number of input bits. 
At the design specification phase, the number of input bits was set to 12 or 16, and the corresponding 
results are shown in Table 3. As clear from the table, the effect of changing the number of input bits on the 
operation frequency and the area was negligible, and since the result with 16 bits indicates higher 
accuracy, the number of bits was set to 16. In this case, the data length (number of bits) was 16 bits, and 
the position of the decimal point (binary point) was set to 10 bits. Based on the trade-off analysis 
performed by applying the M-based design method, it can be concluded that the analysis results can be 
obtained promptly, thus reducing the amount of time required for development, and the design 
specifications can be verified with high accuracy [14]. 

VI. DISCUSSION 
We have demonstrated the possibility for automating all processes from algorithm verification to system 
description and detailed design of hardware in a consistent manner by using a design method based on 
the M language. As a result, high quality system-level design can be accomplished in a comparatively 
shorter period of time than with conventional tools. The realization of such functionality has been 
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approached from various directions in the past, and currently the most commonly used design 
techniques are based on C based languages (high-level synthesis techniques). This design approach 
eliminates the need for rewriting C source code into HDL code and shortens both the development time 
and the simulation time. 
When a design environment based on a C-based language is constructed, two problems occur that 
strongly depend on the high-level synthesis tool and the possibility for reusing properties from current 
and previous designs. Using a C-based language for the original design produces increasingly complex 
code, which often entails an increase in development time. To resolve these problems, we adopted a 
design technique based on the M language, which facilitates the construction of simulation 
environments. 
The adoption of this method is expected to alleviate the difficulties associated with design based on C-
based languages, which is implemented only by skilled software engineers, and design based on manual 
HDL coding, which is implemented only by skilled hardware engineers for embedded system design. 
This method allows both software engineers and hardware engineers to perform verification and 
debugging at the algorithmic level. It also allows for specifications to be promptly and accurately 
implemented as hardware modules by system designers and algorithm designers. 
On the other hand, the conversion of floating-point operations into fixed-point operations is one of the 
important issues which must be resolved in order to ensure the seamless integration of all steps from 
algorithm development to hardware development. Therefore, in this work we intentionally adopted 
techniques based on the M language. 
However, the support for automation for this language is not at a satisfactory level, whereas design based 
on C-based languages is 100% automated. Since the results of these trials include application-specific 
integrated circuit (ASIC) optimization, the same results or trends might not be observed when designing 
different types of hardware. However, it is clear that TAT can be consistently reduced. It is possible that 
without strong dependence on high level synthesis tools, M-based design can be regarded as a process of 
combining block modules from a database. We believe that such algorithm modules can accelerate and 
improve the reuse of properties from current and previous designs while providing the possibility for 
visualization of the design flow. 

VII. CONCLUSION 
Simulation environments for hardware design can be built in a straightforward manner by using M-
based design, and simulations can be readily conducted in such environments. The M language was also 
found to improve the reusability of intellectual property from current and previous hardware designs. 
This design method supports automatic conversion from floating-point to fixed-point operations, which 
is highly useful in hardware design. 
In addition, the design method can be used to analyze tradeoff tendencies in circuit performance by 
taking into account the input signal and the operating frequency. Therefore, M-based design can increase 
the productivity of embedded systems designers. In the design of complex embedded systems, this 
design method might prove highly effective for shortening the development period and reducing the 
incidence of serious flaws. 

VIII. FUTURE WORK 
Currently, the adoption of the M language for all hardware development is not possible since advanced 
functions, complex control logic, a complete environment for fulfilling equivalency checking, and 
formal property checking of automatically generated HDL code are as yet unavailable. We believe that 
when such functionality is implemented, hardware development time can be dramatically reduced and 
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cosimulation and co-verification can be performed by assigning equivalence relations between M-based 
modules and HDL modules. We plan to continue our investigations in this direction by using M-based 
design. 
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1. INTRODUCTION 
Wireless sensor network (WSN) is a wireless network consisting of small nodes with sensing, 
computation, and wireless communications capabilities [1]. The sensors measure ambient conditions in 
the environment surrounding and then transfer measurements into signals that can be processed to reveal 
some characteristics about phenomena located in the area around sensors [2]. However, sensor nodes are 
constrained in energy supply and bandwidth. Such constraints, combined with a typical deployment of 
large number of sensor nodes, have posed many challenges to the design and management of sensor 
networks [2]. Distinguished from traditional wireless communication networks, for example, cellular 
systems and Mobile Ad Hoc Networks (MANETs), WSNs have unique characteristics, for example, 
denser level of node deployment, higher unreliability of sensor nodes, and severe energy, computation, 
and storage constraints [3], which present many new challenges in the development and application of 
WSNs. WSN may also have some interesting features including self-organization, dynamic network 
topology, and multi-hop routing, which are important for many real world applications, cover many 
areas such as: disaster management, border protection, combat field surveillance, and any place where 
humans cannot easily access or unsafe to human life [4]. 
Although sensor networks and MANETs are similar to some extent, they are radically distinct in many 
aspects, both MANETs and WSNs belong to Ad Hoc networks and built on top of wireless 
communication channels; nodes communicate with each other through multi-hop links; each node 
serves as a router to forward packets for others; and nodes are resourceconstrained and usually powered 
by batteries. The differences include that: the sensor nodes are usually densely deployed in a field of 

ABSTRACT

Wireless Sensor Network (WSN) has been regarded as a distinguished Ad Hoc Network that can be used 

for a specific application. Since a WSN consists of potentially hundreds of low cost, small size and battery 

powered sensor nodes, it has more potentials than others Ad Hoc networks to be deployed in many 

emerging areas. A number of routing protocols have been implemented to route the packets in these 

networks. One of these routing protocols is Dynamic Source Routing protocol (DSR). In this paper, an 

attempt has been made to evaluate the performance of DSR routing protocol using some simulation 

network models, to investigate how well this protocol performs on WSNs, in static and mobile 

environments, using NS-2 simulator. The performance study will focus on the impact of the network size, 

network density (up to 450 nodes), and the number of sources (data connections). The performance 

metrics used in this work are average end-to-end delay, packet delivery fraction, routing overheads, and 

average energy consumption per delivered packet.  
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of interest and the number of them can be several orders of magnitude higher than that in a MANET; 
severe energy, computation, and storage constraints; sensor networks are application specific, and 
usually designed and deployed for a specific application; network topology changes frequently due to 
node failure, damage, or energy depletion; and in most sensor network applications, the data sensed by 
sensor nodes flow from multiple source sensor nodes to a particular sink, exhibiting a many -to- one 
traffic pattern [1, 2, 3, 4]. 
There are many routing protocols which have been proposed for Ad Hoc networks. These include: Ad 
hoc on Demand Distance Vector (AODV), Dynamic Source Routing (DSR), Destination Sequenced 
Distance Vector (DSDV), Temporally Ordered Routing Algorithm TORA and Optimized Link State 
Routing (OLSR). These protocols have been investigated on the MANETs in the past few years [7, 8, 9]. 
The Performance investigation of these protocols, on the MANETs, has produced many useful results. 
We have seen very limited findings on how these Ad hoc routing protocols perform on WSNs [4, 5, 6, 11, 
12]. 
The objective of this research is to carry out a systematic performance study on DSR, and in particular its 
capability to be used as a routing protocol on WSNs, as it was originally designed to be used in MANETs. 
In this paper a performance study is to be conducted for DSR protocol, where some specific parameters, 
such as network size, network density (up to 450 nodes), and number of sources (data connections) are 
considered and investigated for their effect on the performance of WSN. 
The rest of the paper is organized as follows: Section II includes the recent related works. The DSR 
routing protocol description is summarized in section III. The simulation environment and performance 
metrics are described in Section IV. The experimental results are presented in section V. The paper is 
concluded in section VI. 

II. RELATED WORKS 
Z.Zhang and et al [4] investigate how well Ad Hoc routing protocols work on WSNs with a different 
number of sources. Average end-to-end delay, packet delivery fraction and routing overheads were 
examined for 50 nodes in (1500×300) m2 network for five routing protocols namely AODV, DSR, 
DSDV, TORA and OLSR. The simulation study carried out for these routing protocols, using different 
scenarios, showed that there are some merits and drawbacks. The performance comparison of these 
routing protocols showed that the AODV always was performing better on all WSN tested models with 
single or multiple sources. The DSDV was next to the AODV despite of the relatively low packet 
delivery fraction of the DSDV. M. N. Jambli and et al [5] evaluated the capability of AODV on how far it 
can react to network topology change in Mobile WSN. They investigated the performance metrics 
namely packet loss and energy consumption of mobile nodes with various speed, density and route 
update interval (RUI), for 9 nodes in (100×100) m2 network. The presented results showed a high 
percentage of packet loss and the reduction in total network energy consumption of mobile nodes if RUI 
is getting longer due to serious broken link caused by nodes movement.  
M. Pandey and et al [6] presented an analytical study of the average jitter of AODV Routing protocol in 
wireless sensor networks, for different simulation time and mobility conditions. The performance 
measurements were carried out for the AODV routing protocol for different simulation times and 
network topologies and under different mobility conditions. The paper investigated the impact of 
different mobility models on the performance of 105 nodes in (500×500) m2 wireless sensor networks. 
Although the presented results did not present a steep comparative orientation of the results towards a 
specific routing protocol but the comparative study leads towards some interesting results. 
Peter Kok and et al [11] performed some simulation experiments using EAR, Gradient Broadcast 
(GRAB), Gradient Based Routing (GBR), DSR, and AODV routing protocols,in terms of packet 
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latency, packet delivery fraction and average energy consumption per delivered packet. The 
experimented simulation models consist of 400 nodes with 10% and 50% active source nodes. The 
simulation results demonstrated that a routing protocol which its design based on a combination of 
routing parameters exhibits collectively better than other protocols with their design based on just hop 
count and energy or those using flooding. 

III. DYNAMIC SOURCE ROUTING PROTOCOL (DSR) 
The distinguishing features of DSR are: low network overhead, no extra infrastructure for 
administration and the use of source routing. Source routing implies that the sender had full knowledge 
of the complete hop-by-hop route information to the destination. The protocol is composed of the two 
main mechanisms of Route Discovery and Route Maintenance. Normally routes are stored in a route 
cache of each node. When a node likes to communicate to a destination, first it checks for the route for 
that particular destination in the route cache. If yes, the packets are sent with source route header 
information to the destination. In the other case, if the route is not available at the route cache; then the 
node will initiate the route discovery mechanism to get the route first. The route discovery mechanism 
will flood the network with route request (RREQ) packets, and then the neighbors will receive RREQ 
packets and check for the route to destination in their route cache. If the route is not in their caches 
rebroadcast the RREQ, otherwise the node replies to the originator with a route reply (RREP) packet. 
Since RREQ and RREP packets both are source routed, original source can obtain the route and add to its 
route cache. In any case the link on a source route is broken; the source node is notified with a route error 
(RERR) packet. Once the RERR is received, the source removes the route from its cache and route 
discovery process is reinitiated [13]. 
DSR being a reactive routing protocol has no need to periodically flood the network for updating the 
routing tables like table-driven routing protocols do. Intermediate nodes are able to utilize the route 
cache information efficiently to reduce the control overhead. 

IV. SIMULATION ENVIRONMENT & SETUP 
A. Simulation Model 
In our experiments we use NS-2 (version 2.32), a discrete event simulator widely used in the networking 
research community, as a flexible tool for networking researchers to investigate how various routing 
protocols perform with different network configurations and topologies [14]. NS-2 simulator was 
validated in [10] and verified in a number of later publications, e.g. [8]. There are two scenarios, Static, 
and Mobile.The wireless sensor network application under consideration in this work is environmental 
data collection wireless sensor network, i.e. is one of WSN applications [1]. In this application, large 
numbers of sensors are deployed in the field to measure different parameters such as temperature, speed, 
humidity and direction. In data collection applications the sensor nodes remains sleep most of the time 
and report measurements frequently to the base station (sink). The deployment of large scale sensors in 
such applications either static or mobile and they may be equipped with effective power scavenging 
methods, such as solar cells [1]. In some other applications, sensors are mounted on robots, animals or 
other moving objects, which can sense and collect relevant information [5]. In the simulation, source 
nodes, (The source nodes are the sensor nodes that have detected phenomena and need to transmit the 
sensed data to the sink node) generate data packets that are routed to the sink located in the center of the 
WSN, the source nodes follow a Gaussian distribution in generating packets.  
To allow comparison with other experiments [4, 5, 6, 8], we use 512 byte data packets and CBR traffic. 
For the impact of network size we simulate populations of 100, 200, 300, 400, and 450 nodes in areas of 
2121m×425m, 3000m×600m, 3675m×735m, 4250m×850m, and 5000m×900m for 200s of simulation 
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time with 10 CBR sources. We choose the above combinations of areas and number of nodes involved to 
work with approximately the same node density and simulation area proportions. This density of nodes 
is high enough to allow a meaningful comparison of the protocols; a markedly lower density may cause 
the network to be frequently disconnected, and then an investigation of the efficiency of different routing 
protocols is even more complicated. For the impact of network density (populations), we simulate 
populations of 100, 200, 300, 400, and 450 nodes in an area of 2125m×2125m with 10 CBR sources. In 
addition to that, we simulate 10%, 20%, 30%, 40%, and 50% CBR traffic sources for 2121m × 425m 
network size with 100 nodes. This number of sources allows us to investigate scalability of protocols 
when the traffic load is changed from light load to heavy load. Such settings is more realistic for WSNs. 
All peer-to-peer connections are started at times uniformly distributed between 0 and 100s. The number 
of unique traffic sources is 70% of the total number of sources. The chosen sending rate is 4 packets/s. 
Each data point presented in this paper is an average of five runs, each lasting for 200 s of simulated time. 
The IEEE 802.11 Distributed Coordination Function (DCF) is used as the Medium Access Control 
Protocol with the suggested parameters to model 914MHzLucentWaveLAN DSSS radio interface at a 2 
Mb/s data rate. The adjusted parameters in the simulation are given in table.1. 

TABLE.1: PARAMETERS USED IN THE SIMULATION 

TABLE.1: PARAMETERS USED IN THE SIMULATION
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B. Performance Metrics 
The evaluation is done using the following metrics: 
a) Packet Delivery Fraction (PDF): measures the percentage of data packets generated by nodes that are 
successfully delivered to the sink, expressed as: (Total number of data packets successfully delivered)/ 
(Total number of data packets sent) ×100% 
b) Average End-to-End Delay: measures the average time it takes to route a data packet from the source 
node to the sink. It is expressed as: (∑ Individual data packet latency)/ (∑ Total number of data packets 
delivered) 
c) Routing Overheads (ROH): The average number of control packets produced per sensor node. The 
control packets include route requests, replies and error messages. 
d) Energy Consumption per Delivered Packet: This measures the energy expended per delivered data 
packet. It is expressed as: (∑ Energy expended by each node)/ (Total number of delivered data packets) 

V. SIMULATION RESULTS 
A. Impact of the number of nodes 
The density of nodes expected to have a significant influence on the performance of DSR. Low density 
may cause the network to be frequently disconnected. High density increases the contention. This 
experiment shows the effect of changing the node density (number of nodes in the network) on the 
performance of the DSR protocol. Figure 1 depicts the PDF, average end-to-end delay, ROH, and 
average energy consumption per delivered packets measured with 100, 200, 300, 400, and 450 nodes for 
static and mobile deployment scenarios. In terms of PDF, it is found that, for both static and mobile 
nodes, the performance of the DSR is slightly degraded at low node density. However, as the reliability 
of the network is improved with the increase in the 

Figure.1: Impact of the number of nodes. 
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number of nodes, it is noticed that the PDF for static node deployment performs better as the node 
density increase, as shown in figure 1-(a). As the DSR routing protocol caches all known routes; it is very 
likely that during route discovery for some destination such as node D, a route for another node A is 
found, recorded, and later used from the cache, this strategy will ultimately save the network bandwidth, 
which leads to improve the performance of DSR protocol, especially when the number of nodes 
increase.  
From figure 1-(b), it is noticed that, for both static and mobile deployments, the best average end-to-end 
delay exhibited by DSR when the number of nodes in the network are between 300 and 400; it is almost 
less than 0.1 s. However, the average end-to-end delay is found to be degraded as the node density 
decreases, especially for mobile node deployment case. In terms of ROH, as shown in figure 1-©, it is 
noticed that the DSR protocol generates a higher routing load for mobile nodes deployment. There is 
minor increase in the routing overheads as the number of nodes increases. 
As shown in figure 1-(d), the Average energy consumption increases as the number of nodes in the 
network increases. 

B. Impact of the network size 
In this experiment we study the performance of the DSR protocol in areas of 2121m × 425m, 3000m × 
600m, 3675m × 735m, 4250m × 850m, and 5000m × 900m populated by 100, 200, 300, 400, and 450 
nodes, respectively. It is worth to mention that for all the above combinations of areas and nodes, the 
density of nodes is kept constant. Figure 2 shows the simulation results for this experiment. In terms of 
PDF, as shown in figure 2-(a), the DSR performs well with the changes made in the network size. 
However its performance declines beyond 200 nodes for mobile scenario. It is noticed that the DSR 
managed to deliver more than 95% in small size networks (less than 200 nodes), however, for larger 
networks the performance declines. Generally, for both scenarios, it is noticed that as the number of 
nodes grows beyond 200 nodes, (the network size increased), the PDF starts to decline. 
In terms of end-to-end delay both static and mobile scenarios exhibit in a similar fashion, for small sized 
networks, as shown in figure 2-(b).However, as the number of nodes grows, for larger networks (more 
than 200 nodes), there will be a noticeable degradation in the end-to-end delay performance, especially 
for the mobile scenario. Figure 2-© shows that the DSR protocol has demonstrated significant lower 
routing overheads for the static scenario, in comparison to that of the mobile scenario. It is noticed that 
the overhead increases as the network size becomes larger. 
According to the results presented in figure 2-(d), for the average consumed energy per packet, it is 
noticed that the DSR protocol has demonstrated a remarkable performance with lower energy 
consumption for small sized networks. The consumed energy increases as the network size increases. 

C. Impact of the number of sources 
Figure.3 depicts the effects of network loading on the performance of the DSR protocol by increasing the 
number of data connections (number of sources), from 10% to 50% for 100 nodes in the network. Figure 
3-(a) shows that the PDF declines with the increase in the number of active sources for both scenarios. 
The average end-to-end delay performance of both scenarios, as shown in figure 3-(b), degrades as the 
number of connections increases in the network, and with the mobile scenario shows more sharp 
increase in the delay. The decline in the network average latency performance results for the DSR 
protocol appears to coincide with the performance results obtained for the PDF experiment. 
The results presented in figure 3-© show that the DSR protocol has demonstrated a lower ROH for light 
traffic in the network. As the number of connections increases, the ROH performance results are almost 
moderate and consistent. 
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Figure 3-(d) shows that the DSR protocol consumes more energy for a heavy traffic network, and the 
results for average energy consumption appear to exhibit in a similar fashion to that experienced in the 
ROH performance test. 

Figure.2: Impact of the network size. 

Figure.3: Impact of the number of sources.
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This indicates that the energy consumed is proportional to the ROH in the network. Generally, as one can 
see from the presented experimental results for the DSR protocol, it is noticed that the performance of 
WSN degrades as the number of connections in the network increases. 

VI. Conclusions 
In this paper, we have presented a performance evaluation for DSR protocol under various WSN 
scenarios using different performance metrics which are the average end-to-end delay, packet delivery 
fraction, routing overhead and the energy consumption per delivered packets, with the impact of the 
network size, network density, and the number of sources. 
It is found that in most of the tested scenarios, the DSR protocol performs well and its performance is 
better for the static scenario application. Because of the multiple paths that are already registered and 
kept in the route cache of the nodes, where a good degree of reliability and stability is provided by the 
network. The DSR protocol exhibits high PDF, low latency and energy consumption, and managed to 
adapt to the changes in the network like density and size. Under heavy load conditions, it is noticed that 
there is performance degradation, in terms of PDF and delay. The work presented here aims to find out 
the effect of different parameters on the performance of the DSR routing protocol in WSN. The results 
though don’t present a steep comparative orientation of the results towards a specific routing protocol, 
but the comparative study leads towards some interesting results. Further research is needed to find out 
the most suitable protocol for each application. 
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1. INTRODUCTION 
In The optimization of the electrical performance of microelectronic integrated circuits becomes an 
important factor when the signal speeds and components densities increase. Therefore, the accurate and 
efficient computational of self and mutual (coupled) capacitances of multicondcutor interconnect in 
very high speed integrated circuits is essential for scientists and researchers.  
The characteristics of microwave integrated circuits’ analysis and design must be accomplished 
accurately in a short time. The significant advantages of printed circuits are somewhat offset by the 
electromagnetic complexity of the structure, because its inherent inhomogeneous nature makes accurate 
calculations difficult. 
Several methods used for analyzing multiconductor transmission lines include the method of moments 
(MoM) [13], the measured equation of invariance (MEI) [4-6], the Fourier projection method (FPM) [7], 
the matrix pencil method (MPM) [8], the Fourier transform and mode-matching techniques (FTMM) 
[9], the partial element equivalent circuit methods (PEEC) [10],  the method of line (MoL) [11], the 
spectral domain analysis (SDA) [12], and the finite difference method [13]. 
The quasi-TEM approach is successfully used to analyze coupled-microstrip lines of finite length in 
[14]. Indeed, the problem of computing the capacitance coupling in Very Large Scale Integrated (VLSI) 
circuits is studied using an approximate extended version of the method of images [15]. Also, the 
capacitance of a conductor-backed coplanar waveguide with an upper shielding was investigated in [16]. 
Although, the Eigenmode-based capacitance calculations with applications in passivation layer design 
was investigated in [17].  
We use FEM in designing the four-transmission lines interconnect in two-layered dielectric media and 
fivetransmission lines interconnect in single-layered dielectric medium structures. The FEM is 
especially suitable and effective for the computation of electromagnetic fields in strongly 
inhomogeneous media. Also, it has high computation accuracy and fast computation speed. We show 
that FEM is as suitable and effective as other methods for modeling multiconductor transmission lines of 
the VLSI circuits. 

ABSTRACT

This paper presents the quasi-TEM approach for the analysis of unshielded multiconductor transmission 

lines interconnect in single and two-layered dielectric region using the finite element method (FEM). We 

mainly focus on designing of four-transmission lines embedded in two-layered dielectric media and five-

transmission lines interconnect in single-layered dielectric medium. We compute the capacitance 

matrices for these configurations. Also, we determine the quasi-TEM spectral for the potential 

distribution of the integrated circuits. . 

Keywords: Capacitance per unit length; fnite element method; VLSI; multiconductor; transmssion 

lines. 
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We compared some of our results of computing the capacitance-per-unit length with the other methods. 
We specifically compared the modeling of designing of unshielded four-transmission lines interconnect 
in two-layered dielectric media with the method of moments, measured equation of invariance, and 
Fourier projection method. Also, results from the matrix pencil method, and Fourier transform and 
modematching techniques were compared for unshielded fivetransmission lines interconnect in single-
layered dielectric medium and found to be in agreement.

II. THEORY FOR THE PROBLEM FORMULATION OF  MULTICONDUCTOR 
INTERCONNECTS IN MULTILAYERED DIELECTRIC MEDIA 
In The models are designed in 2D using electrostatic environment in order to compare our results with 
some of the other available methods. In the boundary condition of the model’s design, we use ground 
boundary which is zero potential ( 0 V� ) for the shield. We use port condition for the conductors to force 
the potential or current to one or zero depending on the setting. Also, we use continuity boundary 
condition between the conductors and between the conductors and left and right grounds. 
 
The quasi-static models are computed in form of electromagnetic simulations using partial differential 
equations.  Recently, with the advent of integrated circuit technology, the coupled microstrip 
transmission lines consisting of multiple conductors embedded in a multilayer dielectric medium have 
led to a new class of microwave networks. Multiconductor transmission lines have been utilized as 
filters in microwave region which make it interesting in various circuit components.  For coupled 
multiconductor microstrip lines, it is convenient to write:  

where Qi is the charge per unit length, Vj is the voltage of Jth conductor with reference to the ground 
plane, Csij  is the short circuit capacitance between i th conductor and jth conductor.  The short circuit 
capacitances can be obtained either from measurement or from numerical computation. From the short 
circuit capacitances, we obtain

where Cii is the capacitance per unit length between the ith conductor and the ground plane.  Also,

where Cij  is the coupling capacitance per unit length between the i th conductor and j th conductor.  The 
coupling capacitances are illustrated in Fig. 1. 
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Figure 1. The per-unit length capacitances of a general m-conductor transmission line. 
 
For m-strip line, the per-unit-length capacitance matrix [C] is given by [18]: 

III. RESULTS AND DISCUSSION 
The models are designed with finite elements are unbounded (unshielded or open), meaning that the 
electromagnetic fields should extend towards infinity. This is not possible because it would require a 
very large mesh. The easiest approach is just to extend the simulation domain “far enough” that the 
influence of the terminating boundary conditions at the far end becomes negligible.  In any 
electromagnetic field analysis, the placement of far-field boundary is an important concern, especially 
when dealing with the finite element analysis of structures which are open. It is necessary to take into 
account the natural boundary of a line at infinity and the presence of remote objects and their potential 
influence on the field shape [19].  In all our simulations, the open multiconductor structure is surrounded 
by a W X H shield, where W is the width and H is the thickness. 
The models are designed in two-dimensional (2D) using electrostatic environment in order to compare 
our results with the other available methods. In the boundary condition of the model’s design, we use 
ground boundary which is zero potential ( 0 V� ) for the shield. We use port condition for the conductors 
to force the potential or current to one or zero depending on the setting. Also, we use continuity boundary 
condition between the conductors and between the conductors and left and right grounds. The quasi-
static models are computed in form of electromagnetic simulations using partial differential equations.

In this paper, we consider two different models.  Case A investigates the designing of unshielded four-
transmission lines interconnect in two-layered dielectric media. For case B, we illustrate the modeling of 
unshielded five-transmission lines interconnect in single-layered dielectric medium. The results from 
both models are compared with some other results in the other methods and found to be close. A.  
Unshielded Four-Conductor Transmission Lines  Figure 2 shows the cross section for unshielded four 
conductor transmission lines with the following parameters:  
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Figure 2.  Cross section of unshielded four-conductor transmission lines. 
The geometry is enclosed by a 10 X 10mm shield. From the model, we generate the finite elements mesh 
as in Fig. 3. Table 1 shows the statistical properties of the mesh. While, Fig. 4 shows the contour plot of 
the potential distribution with port 1 as input. The potential distribution along the line that goes from 
(x,y) = (0,0) to (x,y) = (10mm, 10mm) is portrayed in Fig. 5. 

Figure 3. Mesh plot of unshielded four-conductor transmission lines. 
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TABLE I.  MESH STATISTICS OF THE UNSHIELDED FOUR-CONDUCTOR 
TRANSMSSION LINES

Figure 4.  Contour plot of the potential distribution of unshileded four 
conductor transmission lines. 
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Figure 5.  Potential distribution of unshielded four- conductor transmission lines using port 1 as 
input along a line from (x,y) = (0,0) to (x,y) =(10, 10 ) mm. 

Table 2 shows the finite element results for the capacitance per-unit length of unshielded four-
transmission lines embedded  in two-layered dielectric media.  It compares the results based on our work 
with those from other methods. 

TABLE II.  VALUES OF  CAPACITANCE MATRIX (IN PF/M) FOR UNSHIELDED FOUR-
CONDUCTOR TRANSMSSION LINES   
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B. Unshielded Five-Conductor Transmission Lines 
Figure 6 shows the cross section for the unshielded five conductor transmission lines with the following 
parameters:

Figure 6. Cross section of unshielded five-conductor transmission lines. 

The geometry is enclosed by a 31 X 5mm shield. Figure 7 shows the 2D surface distribution of the model. 
From the model, we generate the finite elements mesh plot as in Fig. 8. Table 3 shows the statistical 
properties of the mesh.  While, Fig. 9 shows the contour plot of the potential distribution with port 1 as 
input. In addition, Fig. 10 shows the comparison analysis of the potential distribution of the model with 
and without dielectric substrate along the line that goes from (x,y) = (0,1mm) to (x,y) = (43mm, 1 mm). It 
observed that the peak valu of electric potential stayed same as the dielectric is placed in the substrate 
when we use the first conductor as input.

Figure 7. 2D surface  potential distribution of the unshielded five-conductor transmission lines. 
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Figure 8. Mesh plot of the unshielded five-conductor transmission lines. 

TABLE III.  MESH STATISTICS OF THE UNSHIELDED FIVE-CONDUCTOR TRANSMSSION 
LINES 

Figure 9. Contour plot of the potential distribution of the unshielded five conductor transmission 
lines. 
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Figure 10. Comparison Analysis of Potential distribution of the model with and without dielectric 
substrate 

Table 4 shows the finite element results for the capacitance per-unit length of the unshielded five- 
transmission lines interconnect in single-layered dielectric medium.  It compares the results from our 
work with those from other methods. 

TABLE IV.  VALUES OF  THE FELF AND MUTUAL CAPACITANCES COEFFICIENT (IN 
PF/M) FOR UNSHIELDED FIVE-CONDUCTOR TRANSMSSION LINES   
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Tables 2 and 4 provide the results of FEM in two dimensional compared with other methods for the 
characteristics of unshielded two-layered multiconductor transmission lines and unshielded a single-
layered multiconductor transmission lines with a thin strip thickness, respectively. The results of 
capacitance matrices for self and mutual capacitances, which are useful for the analysis of crosstalk 
between high-speed signal traces on the printed circuit board, are compared with other methods’ data for 
the validity of the proposed method.

IV. CONCLUSION 
In this article, we have presented the modeling in 2D of unshielded four-transmission lines embedded in 
two-layered dielectric media and five-transmission lines interconnect in single-layered dielectric 
medium. We have shown that FEM is suitable and effective as other methods for modeling 
multiconductor transmission lines in VLSI circuits. Some of the results obtained using FEM for the 
capacitance-per-unit length agree well with those found in other methods. Also, we determine the quasi-
TEM spectral for the potential distribution of the models.  The results obtained in this research are 
encouraging and motivating for further study. 
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1. INTRODUCTION 
The 3D reconstruction of a scene from multiple images is a fundamental problem in the field of computer 
vision. There are many real world applications of 3D models, such as computer graphics, robot 
navigation, TV/film special effects, computer games, virtual reality inspection, navigation, and object 
identification. Recently it has become a very important and fundamental step in particular for cultural 
heritage digital archiving. The motivations are different: documentation in case of loss or damage, 
virtual tourism and museum, education resources, interaction without risk of damage, and so forth. often 
be close together (i.e., small baseline) so that correspondence techniques are effective. 
Correspondences must be maintained over many views spanning large changes in viewpoint. The 
modeling of occlusions is complicated and there is not a standardized and widely accepted framework 
for modeling occlusions for bottom-up methods ‎[4]‎[5]. There are many methods in literature belonging 
to this strategy. Refer to ‎[1]‎[4][27]for a recent review and taxonomy of algorithms. Given a set of images 
of a scene captured from multiple calibrated cameras, the goal is to recover the unknown 3D structure 
using these images and the knowledge of the camera geometry. This problem is known as multi-view 
stereo in computer vision and is of great importance as it provides a way to infer the geometric and 
photometric properties of a scene without interfering with it. Additional advantages of using multi-view 
stereo to infer these scene properties include that the setup is fairly simple, the cost is relatively low and 
the process can be easily automated. 
In most applications in the field of vision-based 3D reconstruction ‎[1]‎[4], two strategies can be applied: 
• Bottom-up or data driven strategies ‎[4]‎[5]: These algorithms are based on image matching, using either 
intensity-based (direct) methods or feature-based methods. This class includes all techniques that 
compute correspondences across images and then recover 3D structure by triangulation and surface 

ABSTRACT

The 3D reconstruction of a scene from multiple images is a fundamental problem in the field of computer 

vision. Existing methods can be classified into two strategies: bottom-up or top-down. This paper 

presents a full system for complete 3D shape reconstruction following the top-down strategy. A rotary 

table is employed to change a camera’s viewing direction to an object on the table. This offers a cost-

effective solution to the multi-view stereo acquisition problem without the need for using several 

cameras. From the acquired calibrated images of the object, a variational approach is developed for 3D 

shape reconstruction of the object. The approach works directly in 3D Euclidean space based on a level 

set formulation. A correlation criterion between the 2D images is optimized by driving the evolution of the 

surface using the corresponding Euler-Lagrange equation. Several successful experiments to evaluate 

the proposed system are reported.  

Keywords: Level set methods, Multi-view stereo and 3D reconstruction.
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fitting. Establishing correspondence in this traditional way is a hard problem that often leads to many 
outliers ‎[1]. Some disadvantages of this approach are that, it is computationally intensive and 
algorithmically demanding. Furthermore, views must often be close together (i.e., small baseline) so that 
correspondence techniques are effective. 
Correspondences must be maintained over many views spanning large changes in viewpoint. The 
modeling of occlusions is complicated and there is not a standardized and widely accepted framework 
for modeling occlusions for bottom-up methods ‎[4]‎[5]. There are many methods in literature belonging 
to this strategy. Refer to ‎[1]‎[4][27]for a recent review and taxonomy of algorithms.

• Top-down or model driven strategies ‎[21]: In this case, the computations are performed in three-
dimensional scene space in order to construct the volumes or surfaces in the world that are consistent 
with the input images. Top-down approaches assume there is a known, bounded area in which the objects 
of interest lie. These strategies overcome the disadvantages of the bottom-up approach; they have the 
ability to explicitly model occlusions and consider multiple views. Example shere include shape form 
silhouettes [12]‎[13], space carving ‎[6]‎[15][26], reconstruction using variational methods 
‎[8]‎[17]‎[18][28][29], volumetric graph-cuts [30] and continuous global optimization [6]. The existing 
approaches suffer from one or more of the following issues in the problem of multi-view 3D 
reconstruction: shape representation, objective function optimization and the initialization 
requirements. In this paper we present a complete approach addressing these issues following the top-
down strategy due to its notable advantages over the bottom-up strategies. 
Many existing systems ‎[6]‎[15][26][30] represent a shape as a set of voxels or polygon meshes, which 
may fail with complex shapes. In contrast, our proposed approach uses a level set representation that 
provides several advantages over traditional object representations, such as its capability to model 
complex surfaces and to cope with varying object topologies ‎[3]. In terms of optimization, several 
existing approaches iteratively update the shape based on local decisions starting from an initial volume, 
such as space carving methods ‎[6]‎[15][26], which often causes the propagation of unrecoverable errors 
from one region to another. In contrast, our approach defines a global objective function on the whole 3D 
space, whose optimization leads naturally to the evolution to a partial differential equation (PDE) of the 
level set function. This evolution is efficiently solved on a discretized 3D grid using well-defined 
numerical methods ‎[20][23]. While many algorithms [12]‎[13]‎[8]‎[17]‎[18][28][29] require a good 
initialization to guarantee algorithm convergence, our approach  tends to work starting from any initial 
position, and the reconstruction process is not sensitive to the initial level set function.  
Our approach is inspired by Faugeras and Keriven ‎[8], who were the first to combine image matching 
and shape reconstruction in a variational framework that minimizes an energy functional that is written 
as the integral of a data fidelity criterion on the unknown surface. However, the numerical 
implementation is rather complicated and requires simplification by dropping some terms. The final 
result tends to be sensitive to where the level set function has started its evolution. In contrast, we start 
with a new, different formulation that models the surface to be reconstructed as a level set embedded in 
an energy functional from the beginning. An advantage of this formulation is that one can easily and in 
straightforward manner model any available information on the object shape into the energy functional. 
For example, this may allow the reconstruction of an object with shape variations consistent with a set of 
training model examples [24]. This can prove very useful indeed in several nowadays applications of 
computer vision and graphics that focus on building 3D models of a certain category of objects. 
For example, generation of realistic 3D human face models and facial animations can indeed exploit the 
earlier knowledge that the object looks like a human face. Another example is the 3D modeling of the 
human jaw from a sequence of intra oral images [25], which can make use of prior information on the 
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shape of human teeth. 
In addition to the distinctive and novel aspects of our approach (strong, flexible shape representation and 
efficient global optimization algorithm with no special initialization requirement), we build a simple, yet 
effective 3D reconstruction system consisting of a rotary-table and a USB camera, both controlled via a 
desktop PC. The system uses the rotary table to change the camera’s viewing direction to an object on the 
table. This offers a cost-effective solution to the multi-view stereo acquisition problem without the need 
for using several cameras. A checkerboard calibration pattern is used to calibrate the camera in the very 
first view to recover the camera projective geometry and its parameters. Then the camera parameters are 
automatically updated for all the other views, without the need for re-calibration. The images acquired 
from the different views are used for shape modeling. 
The developed approach is successfully evaluated in several experiments using synthetic and real 
datasets, as well as using our own system setup. The rest of this paper is organized as follows. In Section 
II we describe our acquisition setup for capturing images from multiple views. A brief description of 
camera geometry and calibration is also given. We explain our approach for 3D reconstruction in Section 
III. The experimental results are reported in Section IV. This paper is concluded in Section V. 

II. SYSTEM SETUP AND CAMERA CALIBRATION 
We have developed a data acquisition setup to capture calibrated images from multiple views of objects. 
The hardware setup consists of a rotary table, a USB camera and a desktop PC. The rotary table is built 
from scratch using a stepper motor, a driver and an interface circuit to the parallel port of the PC. Figure 1 
shows the constructed rotary table. The system operates as follows: The object to be reconstructed is 
placed on the rotary table. In order to obtain different viewpoints of the object, we simply rotate the table 
by a desired angle each time and grab an image. This is repeated for a number of times (typically 10-12) 
to cover the object from all views. A complete program with graphical user interface (GUI), written in 
Visual C++, is used to control the speed, direction and the step size of the table motion and to acquire the 
images from the USB camera. By construction, the step size of the table rotation can be as low as 0.1�. 
Most 3D reconstruction techniques require the calibration of the camera, especially if quantitative 
measurements are sought. Camera calibration allows us to derive the projection equations linking points 
in our 3D world to their projections on the image and solve for the camera intrinsic and extrinsic 
parameters. According to the most common camera model in computer vision, the pinhole camera model 
‎[9], a world 3D point                              and the corresponding image point                            (the over-
symbol ~ denotes homogeneous vectors) are related via

where P is a 3 × 4 homogeneous camera projection matrix which can be decomposed into ‎[9]: 

where K is the camera calibration matrix containing the intrinsic parameters of the camera (e.g., focal 
length and principal point), R is an orthonormal rotation matrix and t is a 3D translation vector. Both R 
and t represent the camera extrinsic parameters which define the camera orientation and position with 
respect to the world coordinates. The above formulation relies on the assumption that the map from the 
world to the image is linear projective. That is, there exists no significant lens distortion or it has been 
corrected [22].  The procedure of calculating the camera matrix P is called camera calibration [9]. Many 
methods are available in literature [9] for the determination of the camera matrix. We use for this sake in 
our system Robert’s technique [10], which has the advantage of high accuracy without the need of 
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accurate feature extraction. This is done with the help of a checkerboard pattern, see Figure 2. The world 
coordinate system is chosen along the sides of the calibration pattern. At the initial viewpoint (first 
position of the table), the camera is initially calibrated by putting the calibration pattern on the table such 
that the world’s Y-axis coincidences with the rotation axis of the table (A correction procedure is carried 
out here to compensate for any possible misalignment ‎[2]). This way the initial projection matrix 0 P 
calibrated. at this first viewpoint is 
At each subsequent rotation angle, we need to compute a new projection matrix for the new viewpoint. 
Recalibrating the camera using the calibration pattern is not needed. By rotating the object on the table 
by a specific angle � , the camera intrinsic parameters are expected not to change, but we simply need to 
update the extrinsic parameters of the camera to reflect the new camera orientation. 

Figure 1. The rotary table is used in our work to change the camera’s viewing direction to an object. 
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Figure 2. A checkerboard pattern is placed on the rotary table to calibrate the camera. The world’s Y-axis 
coincidences with the table rotation axis. The camera projection matrix at any view i is calculated as 

where R  ( θ) I is a 4× 4  rotation matrix around the Y-axis by the angle θ

A simple experiment was carried out to assess the accuracy of camera calibration across multiple-views. 
Several images of the pattern from various views are used to reconstruct the corners of the pattern 
squares in the 3D world coordinates. These 3D points are then compared to the known ground-truth 
positions of the calibration pattern squares. The root-meansquare error is found to be about 0.1±0.04 mm 
across the various views, which indicates very high calibration accuracy. 

III. PROPOSED APPROACH 
In this paper we consider the problem of recovering the 3D shape of a given object from a set of 2D 
images taken from n multiple calibrated viewpoints. We assume that the object is made of Lambertian 
materials and there is texture in the albedo. The approach proposed in this work shares some 
fundamental points with that of ‎[8]. The two approaches find a surface that minimizes an energy 
functional that is written as the integral of a data fidelity criterion on the unknown surface. This criterion 
is based on the normalized cross-correlation between image pairs. However ours is different in a number 
of aspects. In ‎[8] the normalized cross-correlation between image pairs is done by picking a window 
around a point in one image and comparing it with its transformed window (around the corresponding 
point) in another image. This transformation is computed through the unknown surface, which is then 
taken locally planar. Here, we will present a better matching process. Instead of considering the 
transformations between image patches, we project a point on the surface to each visible image and then 
pick a window around each projected point. Then the matching is done by comparing each pair of these 
widows. 
The Euler-Lagrange equation that minimizes the functional of ‎[8] is driven in terms of the surface, then 
the evolution is implemented via introducing later a level set formulation with some simplification by 
dropping some terms. In this work, the energy functional is embedded in a level-set framework from the 
beginning. An advantage of this formulation is that one can easily and in straightforward manner model 
any available information on the object shape into the energy functional. 
The minimization of the energy functional is done on the whole 3D space, leading naturally to the 
evolution to a partial differential equation (PDE) of the level set function. All the terms in the PDE are 
used to implement the evolution without dropping any of them. Consequently, our approach offers a 
number advantages over that of ‎[8] and similar works, e.g., ‎[17]‎[18][29], which tend to be sensitive to the 
initial position of the surface. On the contrary, our approach tends to work starting from any initial 
position, and the final result is not sensitive to where the level-set function starts its evolution.  
In this section, we give the full details of the proposed approach. We start with brief review of some 
fundamental and preliminary concepts on level sets. Then we formulate our approach in a level-set 
framework, addressing the object visibility and evolution issues. 

A. Preliminary Concepts 
Level set methods were devised by Osher and Sethian ‎[3] to implicitly model evolving interfaces in two 
or three dimensions. Level set methods have several advantages compared to the explicit active contours 
(snakes) introduced by Kass et al. [11] and other deformable methods that use the parametric 
representation of curves and surfaces: 
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• One can perform numerical computations involving curves and surfaces on a fixed Cartesian grid 
without having to parameterize these objects.  
• It is conceptually straightforward to move from two to three and even higher dimensions (although 
computational cost is exponential in dimension). 
• Moving interfaces automatically handle the topological changes, which happen often and are desired in 
evolutions; they can easily merge or separate. 
• Geometric quantities are easy to calculate: surface normal, curvature, direction and distance to the 
nearest point on the surface. Surface motion can depend on them. 
Therefore, level set methods have received attention in many fields, including image processing, 
computer graphics, computer vision, fluid mechanics, and computational geometry. By now, level set 
methods have become standard tools for implementing evolution PDEs.  
In an implicit formulation the interface in Ω n R � is a non empty subset defined by ‎[3]

where the function,                              has the following properties

In three spatial dimensions the gradient of the implicit function

perpendicular to the isocontours of Φ pointing in the direction of increasing Φ. Thus, the unit normal is 

                for points on the interface. The mean curvature of the interface is defined as the divergence of 

the normal,                                      that k > 0 for convex regions, k < 0 for concave regions and k = 0 

for a plane.  
Often, the interior of the interface (surface) can be presented as
standard Heaviside function. Using this notation, the integration of some function f over the interior can 
be given by                               The directional derivative of the Heaviside function  H in the normal 

direction n is given by                                                                   is the standard Dirac function on the 
real line                            As such, the integral of the function f over only the boundary Γ can be 
presented by                                         

B. Multi-view Stereo Level-set Formulation 
The object to be reconstructed is to be represented by a level set function Φ. We seek the zero level set of  
Φ that minimizes the energy functional 
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where  Φ(X) is some matching score for all points                                          which should be minimized 
on only the object surface (boundary). The integral (6) is however done on the whole 3D space Ω by 
introducing the term                   in the integral. The second term is a smoothness term weighted in the 
functional by the regularizing parameter u that to be chosen a priori. One advantage of this formulation is 
that one can easily model any available information on the object shape into the energy functional (6); 

for example we can add a priori information to force the level set function to reconstruct a predefined 
object.  
The function  Φ(X) is based on the normalized cross correlation and taken as

where v n is the number of visible cameras to the current voxel X and the cross-correlation, Φij (X) , 
between two visible cameras iand j is given by ‎[18]  

where the inhomogenizing transformation π (converts form homogenous to inhomogeneous 
coordinates). The quantities in (8) are thus given by

where h and w are the height and width of the correlation window. We take h=5, and w=5 in all our 
experiments. The quantities i I and j I denote the mean values of i I and j I respectively 
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Summation that appears in (7) is computed only for those points of the surface S = { X:Φ (X) =0}  which 
are visible in the two concerned images. Thus, estimating  Φ(X) requires computing the hidden parts of 
the surface for all cameras. 

C. Visibility 
At each step, in order to compute the summation in (7), we need to compute the visibility, X. It is 
equivalent to the problem of determining which part of the surface is visible from a given view point (the 
camera center in our case). This is a classical problem in computer graphics. A typical approach to this 
problem is the so-called ray tracing. The idea is to start from each point in the domain of interest, shoot a 
ray towards the view point, and check the number of times this ray hits the surface. Unfortunately this 
intuitive algorithm turns out to be computationally expensive. However, it is possible to exploit the 
level-set representation of surfaces to efficiently solve the problem. We adopt here a level-set 
implementation of the implicit ray tracing technique that is originally reported in ‎[19]. This is a one-pass 
algorithm that finds the line of sight for a given configuration of implicit surfaces in an incremental way. 
The algorithm computes another level set function , which tells us the portions of  Φ that are visible from 
the view point. More precisely,                              will be the regions visible from a view point v, see 
Figure 3. Therefore, the desired visibility function can be written as                 For more detail on implicit 
ray tracing, we redirect readers to ‎[19].  

D. Evolution Equation 
Now we can rewrite (7) to reflect the visibility as:

where n is the number of all views, X (z X , ) is a characteristic function which denotes the visibility of the 
voxel X to the camera z 

The Euler-Lagrange equation for Φ of the functional (6) can be shown (after some lengthy computation) 
equal to  
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where  k is the mean curvature. Employing an artificial time t < 0 , the evolution equation becomes 

Note here, on the contrary to other approaches ‎[8]‎[18] we neither drop any terms nor approximate the 
other terms; all the terms of the resulting evolution equation are used. 
In our implementation, we use a regularized form of 

This regularized form              is used in (18) in place of            . Using this approximation, the algorithm 
has the tendency to compute a global minimizer. One of the reasons is that, the Euler-Lagrange equation 
acts only locally, on a few level surfaces around Φ = 0 using the original Dirac function, while by the 
regularized form, the equation acts on all level sets, of course stronger on the zero level set, but not only 
locally. In this way, in practice, we can obtain a global minimizer, independently of the position of the 
initial set. The final evolution equation is hence given by

We now turn to some implementation issues. The term                    is given by   
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Figure 3. Illustration of visibility algorithm in 2D. The view point v is visible to all points in the region      
,             the gray region, and invisible to the region               , the white region. 
The gradient         can be computed directly from (8). However we will need to calculate the following 

derivatives:                      which can proceed as follows. Using the chain rule we have  

And two last ingredients needed,  

As such, we have all pieces need to compute           and           which allows us to calculate  

The numerical implementation of the PDE evolving (20) is carried out on the discretized Cartesian grid 
using the semiimplicit scheme ‎[20][23] to satisfy the Courant-FriedrichsLewy (CFL) condition [23]. By 
using this scheme we can speed up the evolution of the level set function. 

Implementation note: The background of the object can be segmented out from the input images 
beforehand. So the background pixels in each image can be given a specific color (e.g., black). A better 
scenario though is to mark those background pixels with alternating colors in the input images (e.g., 
white in one image and black in another, and so on). This will cause those points to have very little 
correlation among the various views (thus contributing significantly to the error criterion (6)). 
Consequently, this will softly guide the level set evolution to exclude from the object the 3D points being 
projected to background pixels in any of the input images. This scenario improves further the results of 
the approach in a straightforward manner, without the need for any modification in the level set 
evolution, and more importantly, without the need for taking hard decisions on those points, the case that 
may lead to unrecoverable reconstruction errors.  

IV. EXPERIMENTAL RESULTS 
In this section, the proposed approach is evaluated extensively using several experiments on different 
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datasets. Firstly the approach (implemented in Matlab, but the data acquisition program with the GUI 
implemented in Visual C++), is applied to a synthetic dataset generated using the AutoCAD program. 
This experiment using the AutoCAD environment helps quantify the performance versus ground-truth 
results under varying degrees of artificial noise. Then the practical usefulness of the proposed approach 
is demonstrated through its application to real datasets publically available from the internet, as well as 
real datasets obtained using the system setup which we have constructed. 

A. Synthetic Dataset 
We apply our approach to a synthetic dataset generated using the AutoCAD 2007 program. We use 
AutoCAD program to simulate the developed system. As described in section II, the camera must be 
calibrated at the initial view. In this experiment, we accomplish this using a synthetic calibration pattern, 
see Error! Reference source not found.4.  The captured image is then used to find 0 P as explained in 
Section II, from which all the other projection matrices are derived given the rotation angle of the object 
(rotary table). Then the setup is used to get 12 images of a horse object by rotating the object about the Y 
axis and taking an image every 30º, see Figure 5. The proposed approach is applied to those images, and 
some rendered views of the reconstructed object are shown in Figure 6. Apart from some voxelization 
effect due to the numerical implementation on a discretized grid, the horse shape is accurately modeled. 
Due to our efficient shape representation, notice how the fine details of the horse’s legs and tail are 
correctly reconstructed. The size of volume in this experiment is 160×160×160 voxels, and it takes about 
65 minutes to complete on a P4 3GHz PC with 2Gbytes RAM. The initial level set is a sphere with radius 
0.01. 

Figure 4. Using AutoCAD to simulate our developed setup and acquire the image of the calibration 
pattern. 

To simulate non-ideal conditions in real environments, input images are noised by additive Gaussian 



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 01, Jan-Apr 2024)                                           Page No - 67

ISSN 2210-142X

noise with zero mean and standard deviation, σ,  that is varied from 0 to 70 in steps of 10. Then at each 
value of σ, our approach is applied to the input images. To assess the quality of the reconstructed shape, 
the 3D reconstruction from the noisy images is reprojected onto the different view directions and the 
silhouettes are obtained as illustrated in Figure 7. As an accuracy measure, we use the root mean square 
error ( RMS E ) between those obtained silhouettes and the corresponding ground-truth (noise-free) 
silhouettes:  

where I n is the number of images, I H is the image height, I W is the image width, proj I I is the projected 
image to the i-th view, and gt I I is the corresponding ground-truth noise-free image for the i-th view. For 
the sake of comparison, the same procedure is repeated using Faugeras and Keriven’s approach ‎[8]. The 
plot of  RMS E versus for the two approaches is shown in Figure 8. From this figure, one can notice 
consistently the better and robust performance of the proposed method over the approach in ‎[8] versus all 
levels of noise. Up to the high noise level of 50, RMS E remains below  0.18 for our approach, while the 
other approach sooner exceeds this RMS level. For noise higher than that, the input images hardly show 
the details of the horse, and accordingly E RMS starts to increase notably. However, as shown in Figure 
7(d) and (e), even in this case, the silhouettes of the reconstructed horse are recovered with rather good 
accuracy. 

Figure 5. Using AutoCAD to simulate our developed setup and acquire images from multi-views of 
an object. (Top) Horse. (Bottom) Some views of 12-frame horse sequence taken using AutoCAD 

simulated camera. 
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Figure 6. Some rendered views of the final reconstructed 3D model by the proposed approach. 
Note also that in our experiment with the approach in ‎[8], care is taken to initialize it properly as it is 
sensitive to where the evolution has started, which is not the case with our approach.  

B. Real Datasets from the Internet 
To evaluate our approach on real objects we apply it first to reconstruct objects whose datasets are 
available on the internet. Each dataset contains the projection matrices of each view The backgrounds of 
the downloaded images are segmented manually. 
Figure 9 shows some images of a 12-frame sequence for a rooster dataset obtained from the Computer 
Vision and Image Processing Lab at the University of Louisville [33]. To run our approach, the initial 
zero level set function was taken as a sphere, where several locations and sizes have been experimented 
with. Figure 10(a) illustrates some of those initial zero level sets along with the reconstructed 3D rooster 
model. The proposed approach was able to obtain very good reconstruction results starting from various 
initial level sets. 
Notice also how the rooster’s crown that has sharp and thin parts is accurately reconstructed. You can 
compare the results in Figure 10(a) with the results of the space carving approach in Figure 10(b), which 
showed a noisy result with missing parts and several floating voxels. Our results here are smoother and 
there are no floating voxels in the obtained 3D model. Some evolution stages are shown in Figure 11. In 
this experiment we used a volume of size 80×80×80, and � =100. On a P4 with speed 2.8 GHz PC with 
1GBytes of RAM; it takes about 30 minutes to reach the final shape. 
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Figure 7. The ground-truth (noise-free) silhouette of the first view of the horse sequence in (a) 
versus the silhouettes of the projections of the reconstructed shape onto the first view at different 

values of σ : (b) σ =0, (c) σ =50, (d) σ =60, (e) σ =70.

Figure 8. RMS E versus the noise standard deviation σ for the proposed approach and Faugeras and 
Keriven’s approach [8] on the horse sequence. 

Our method is also applied to the Oxford dinosaur dataset [31]. Figure 12 shows some of the 36 images 
used. Figure 13 shows the results of applying our method starting from different initial level set 
functions. As shown in this figure our approach could reconstruct the object regardless of the position 
and size of the initial level set function. The dinosaur’s hands, feet and tail are correctly reconstructed in 
very good details. The volume size used in this experiment is 140×140×140 and u =100. 
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Figure 10. (a) Some initial level set functions (spheres shown in green) and the final reconstructed 
3D model (shown in red) by the proposed approach. (b) Two rendered views of the reconstruction by 

the space carving technique ‎[14] using the same input images. 
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Figure 11. The evolution of the level set function to reconstruct the final surface for the experiment 
on the 12-frame rooster sequence. 

Figure 12.Some views of 36-frame dinosaur sequence. 
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Figure 13. Several different initial level sets (spheres shown in green) and the final 3D surface (shown in 
red) for the dinosaur sequence. Our approach is also applied to a sequence of 24 images for another 
dinosaur [32]. Error! Reference source not found. shows some of these images. In Figure 14, we see the 
result of applying this method, as before, starting from different initializations. As shown in figure, the 
fine details of dinosaur’s fingers and tail are accurately modeled. The volume size used in this 
experiment is 100×100×100 and u =100. It takes about 1 hour to get the final surface in 4 iterations. 

C. Real Datasets using Our Setup 
To evaluate the proposed approach using the developed setup, we apply it to some other objects. Figure 
16 shows some of 12 images of a baby toy. The background in the input images has been segmented out 
manually. Figure 16 shows some views of the reconstructed object. In this experiment we used a volume 
of size 80×80×80, and u =100. The approach needed four iterations to reach the final shape taking about 
30 minutes on a P4 with speed 2.8 GHz with 1GBytes of RAM. Another experiment is done on a duck toy 
for which, 12 images are taken by our setup, see Figure 17. Figure 18 shows some views of the 
reconstructed object. In this experiment we used a volume of size 80×80×80, and u =100. The four 
iterations needed to reach the final shape took about 20 minutes. 

Figure 14.Some views of 24 images of dinosaur #2
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Figure 14. Several initial level set functions (spheres shown in green) and some views of the final 
reconstructed 3D model (shown in red) for dinosaur #2. 

Figure 15. Some images of a 12-frame sequence of a baby toy taken by our setup. 

Figure 17. Some images of a 12-frame sequence of a duck toy taken by our setup. 

V. CONCLUSIONS 
We have presented a simple, yet effective system for complete multi-view 3D shape reconstruction 
consisting of a rotarytable and a USB camera, both controlled via a desktop PC. The system offers a cost-
effective solution to the multi-view stereo acquisition problem without the need for using several 
cameras. A variational approach has been formulated and developed to reconstruct the 3D object shape 
from the acquired sequence of calibrated images. In contrast to existing methods, this approach presents 
a flexible shape representation and an efficient optimization algorithm with no special initialization 
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requirement. The object is represented as a level set from the first problem formulation. This also allows 
the easy incorporation of any available shape a priori information in the energy functional in order to 
guide the surface evolution. Our extensive experimental results have shown the proposed approach can 
successfully find the 3D shape regardless of the position of the initial surface. Results have also 
demonstrated that fine details of the objects have been correctly recovered.  

Figure 18. Some views of the final reconstructed duck toy. 
Our current efforts are directed to utilize the ease of incorporating prior shape information in our 
approach in order to reconstruct objects with shape variations consistent with a set of training model 
examples. This can offer a great advantage when working with a specific category of objects. Some early 
implementation and results of our idea are already drafted in [24]. Another direction for our current 
research efforts is to address the time performance of the approach. The developed approach takes a 
small number of iterations (typically 4-8) to converge, but a single iteration may take rather a long time 
(about 3-12 minutes depending on the volume size) due to the high computational cost for the various 
approach operations (e.g., visibility calculation and level set evolution). One possibility to reduce this 
time is converting our shape reconstruction code from Matlab to a fully compiled programming 
language (e.g., C++). Another important possibility is to utilize parallel programming concepts to carry 
out computations concurrently on multi-core CPUs available nowadays on desktop Pcs. 
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