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DESIGN OF DIAGONALLY SLOTTED MICROSTRIP 
ANTENNA FOR WIRELESS APPLICATIONS

SHIPRA SRIVASTAVA , VIBHAV KUMAR SACHAN , SAPTARSHI GUPTA,
SATYA SAI SRIKANT

SRM Institute of Science and Technology, Delhi NCR, Modinagar, India
KIET Group of Institutions, Delhi NCR, Ghaziabad, India

It is well known that for every one wavelength and the polarization plane in Antenna and Electromagnetic 

signal makes one complete circle in a corkscrew pattern. This paper presents about circular polarization 

of planar antenna, which has been designed with IE3D electromagnetic simulator. Four distinct 

geometries were designed with two diagonally etched slots for microstrip patch antenna. This paper also 

demonstrates about the circular polarization with the help of four slots in the form of squares, circles, 

rings, and crosses were chosen. Also other parameters like Axial Ratio performance plot, Reflection 

coefficient and Impedance plot were studied. This paper also discuss about one of the above mentioned 

antenna, which was fabricated and tested properly.

Keywords-  Diagonally Slotted Patch Antenna, Axial Ratio, VSWR, Circular Polarization, Gain

I. INTRODUCTION
Now a days, planar antennas are playing important role in digital and wireless communication area. It's 
because they are not only light and compact but also it is easy to handle, perfectly aerodynamic and more 
important it has conformal qualities property. Circular polarization, an unavoidable property for antenna 
design is currently in demand in today's digital communication system. Various researchers and 
scientists are continuously working with various innovative techniques in antenna and its properties 
since last three decades [1].
The researchers are also continuously exploring the antenna design using a multi-layered structure with 
various techniques using coupling gap and probe feeds. Good return loss, a wide bandwidth range and 
excellent radiation pattern are all few features of such antenna. One of the researchers Ushjima et.al 
investigated for stacked microstrip antenna to obtain orthogonal dual linear polarization [2]. one of the 
researcher T Wu and his team, Wu et.al (2013) has investigated and designed switchable broadband 
stacked microstrip antenna with four-pin diode to achieve circular polarization, which was used for 
2.45-GHz RFID reader [3]. Circular and linear polarizations can be achieved and can be interchanged 
with various designs [4-11].

II. ANTENNA DESIGN
Antenna matching is one of the major improves property when the antenna size is controlled. In this 
paper, a circularly-polarized array antenna has been designed and simulated with a gain of 4.1 dBi @ 
1GHz frequency. Equally-polarized patch was placed linearly equidistant, with perfect matching in 
order to achieve circular polarization. The structure and basic behaviour of the designed linearly 
polarized array antenna, as well as its simulation results, are shown in subsequent section. The present 
paper contains two distinct shaped slots, which were carved diagonally of the microstrip antenna.
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Four different slots with varying forms were chosen and designed diagonally for evaluating the circular 
polarizations with various factors. The various slots are square slots, crossed (plus) slots, concentric ring 
slots and circular slots, which are shown in Fig 1, Fig 2, Fig 3 and Fig 4 respectively.
All the circularly polarized patch antenna (as shown in all figures) were designed in a single-layer 
dielectric substrate with epoxy glass having dielectric constant (ἐr) = 4.2 and thickness of 4.4 mm which 
has an overall loss of 0.025%. A distance of 15-mm is used and designed to feed antenna patches in all the 
configurations, from the x axis. Table1 shows the common architectural specification of the designed 
antennas.
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A high frequency electromagnetic simulator based on the Method of Moment (IE3D) was selected to 
design a circularly polarized antenna. The pattern computation and current distribution tabs were 
activated in the simulation with various parameters as mentioned in Table I mentioned. The architectural 
parameters of slotted dimensions as specified in Table 2 were slotted in the microstrip antenna. These 
slotted dimensions were achieved by hit and trial method in order to obtain circular polarization

III. RESULTS AND DISCUSSIONS
Four different form slots in the square microstrip patch were designed and simulated to investigate their 
circular polarization in the antennas. It is observed from the simulated results of all the four slotted 
microstrip antennas from the plots in Figures 5(a)-(d), all four antennas have an axial ratio that is within 
the required range of 4 dB for a circularly polarized signal. The return loss of Fig 6 is evaluated from 
I3ED simulator for Antenna 1 (as per Fig 6) in the form of reflection coefficient. Future studies are in 
process for all the antennas.
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An antenna was fabricated for two squares diagonallyslotted in microstrip patch antenna as shown in Fig 
7 has been fabricated as per material mentioned for Antenna 1(shown in Fig1)

It has been observed that the results so obtained for simulated and fabricated Antenna 1 are nearly 
matching with maximum 2% tolerance. This paper specifically discuss about the parameters like Axial 
ratio, Gain, VSWR, Return Loss @ 1 GHz as shown in Table 3, which are requirements for Circular 
Polarization of the patch antenna. Future studies are in progress for S and C band for mobile and wireless 
communication applications.

IV. CONCLUSION
Four slotted antennas with various geometries were simulated using IE3D simulator, in which 
Microstrip patch antenna 1 (diagonally slotted two squares) was fabricated and compared with 
simulated results. The results so obtained are almost matching and perfectly suitable for patch antenna in 
L band, in considerations with circular polarizations. Future studies are still in progress to implement for 
patch antenna in other microwave band for mobile and wireless communication applications.
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ULTRAWIDEBAND NOTCH ANTENNAS FOR WIRELESS 
APPLICATIONS

SANJEEV KUMAR YADAV, ABHISHEK SRIVASTAVA, SANJAY CHAUHAN
Department of Electronics and Communication Engineering, Institute of Engineering 

and Technology,Dr. Rammanohar Lohia Avadh University Ayodhya, U.P.-224001 
India

The ultrawide antennas are great demand for rapidly growth wireless communication system. The 

ultrawideband antenna covered wide bandwidth with lower power consume with coverage of short 

distance wireless communications. The planar microstrip antenna designed for UWB application due to 

its monopole feature, The monopole antenna consistsbandwidth and are preferred due to easy of 

fabrication low cost and light weight. The main disadvantage of UWB antenna is its interference with the 

undesired frequency bands. The undesired frequency bands are stopped by creating the notched of the 

undesired bands in the UWB bandwidth. The paper covered a review on UWB antennas with notches i.e., 

single bandnotch, dual band and triband notches. The notch in UWB antenna means that it rejects that 

frequency band. This paper is also explaining the design techniques for designing the notches in the UWB 

antennas. This paper will be helpful for the new researchers that want to work in the field of UWB notch 

antennas.

Keywords-  UWB, Ultrawideband, Notch, Wireless Applications

I. INTRODUCTION
The antenna is passive device that convert electrical signal in to electromagnetic and vice versa. In the 
modern wireless communication system high speed data transmission and reception is needed that can 
be achieved by using wideband antenna, which can capable to operates multi-frequency of operations 
for different wireless applications. 
The wide band antenna is not only capable to transmit data in high rate but also capable to operate multi 
frequency bands. This capability is achieved by designing low cost and less complex wideband/ 
ultrawideband antennas. The Federal Communications Commission allocated unlicenced ultra-wide 
band from 3.1 to 10.6 GHz frequency. The unlicenced ultra-wideband frequency band great demand in 
the researchers and scientist for designing the UWB antenna [1].
There are different types of UWB antennas and classified in term of planar and non-planar. The planar 
antenna is more popular now a day because easy to design, low cost and easy to integrated planar surface. 
The UWB antenna consists frequency interference with near frequency band.
In the UWB antenna there are several narrow frequency bands are utilized for several applications such 
as 3.3 to 3.6 GHz for WiMAX, 5.15 to 5.35 GHz, 5.725 to 5.825 GHz for WLAN applications[2]-[4]. For 
fulfilling the requirements of undesired frequency bands an antenna is desire that rejects the undesired 
frequency bands. Thus, an ultrawideband antenna withy multi notch capability is needed for different 
wireless applications.
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II. VARIOUS TYPES OF UWB NOTCH ANTENNAS
2.1 Single Band Notch UWB Antenna
The single band ultrawide band notch antennas are most widely used such as in year of 2010, S. 
Barbarino et.al. [1] was designed a single notch UWB antenna by using an inverted-l notch for 5.0GHz 
WLAN band. This antenna is matched in 2.883 to 18.604 GHz and reject 4.844 to 6.190 GHz band. It has 
min. value of VSWR is 4.2 and maximum value is 19.3 over (5.150,5.825) GHz WLAN Band. It has 
smaller number of freedom and shows higher rejection of frequency band with 5G WLAN 
communication and in the year 2012, Shilpa Jangid, Mithlesh kumar.et.al. [5] has designed a UWB band 
notch antenna for WLAN and WiMAX applications. The antenna is designed using FR4 substrate with 
the dielectric constant of 4.4 and thickness of 1.6 mm and having size 15*14.5 mm2, fed with 50ohm 
return loss is less than 10 dB and show band notch to avoid interference caused by WLAN an WI-MAX. 
it has good omnidirectional coverage, stable transmission which indicates well suitability for integration 
into UWB portable devices, further, Nie fan, Jin long.et.al. [6] a microstrip antenna is integrated with a 
frequency reconfigurable second order stop bandfilter. The antenna works on the notch frequency band 
from 5.15 to 5.85 GHz provides filtering capability, for performing the filter operation a shape factor is 
placed. The antenna found good attenuation at notched band and achieved 0.72 shape factor for good 
filtration. The antenna is designed on multilayer structure, which provides sufficient gain with good 
shape factor. The antenna is designed on Fr4 substrate with small radiating patch and ground is 
connected with two resonator stubs. The designed antenna provides suitable band notch during the 
operating band. similarly, in the year 2019, Zhang et.al. [7] was designed a dual band dual polarized 
filtering antenna for WLAN Which covers the band notch from 3.4 to 3.6 GHz band. In the antenna 
filtering operation is achieved by modifying the dipole arm with the C shaped split rings and all of this 
happen without extra filtering circuit. The antenna covers 2.39-2.69 and 4.98-6.36 GHz frequency band 
with less than two VSWR and antenna achieved more than 7.5 dBi gain at lower frequency band and 9.7 
dBi gain at higher frequency band in the next year Anees Abbas.et.al. [8] wasdesigned a compact 
rectangular notch UWB antenna for WLAN applications. The antenna is designed on TLY 5 A substrate 
and resonate at central frequency and controlled the notched bandwidth. The notch band characteristic 
was achieved by truncating the lower end of the patch with EBG structure. In the antenna notch and 
resonance frequency was tuned by changing EBG parameter. The antenna covered the size of 16*25*1. 
52mm3.The antenna provides stable gain and radiation pattern. It having stable rectangular band notch 
band from 5-6 GHz for WLAN band and covered operational bandwidth from 3.1-12.5GHz. The band 
notch antenna and its returnloss are shown in figure 1. 
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In the year 2020, V N Koteshwara et. al. [9] is designed a compact triple band notched tapered microstrip 
fed UWB antenna for C, X & Ku band applications. The antenna is designed by elliptical patch with 
truncated ground plane. It covered the bandwidth of 3.1 to 18.8 GHz @-10 dB. During the UWB 
bandwidth, the antenna having three band notches at 3.7-4.2 GHz, 5.2-5.85 GHz and 8.0-8.4 GHz for C 
band, WLAN band, and X band applications. These notches are achieved by cutting three inverted U-
shaped slots on the patch. The compact size antenna is suitable for mobile application and in the next 
year, Wahaj Abbas Awan et. al. [10] was designed a compact size printed UWBantenna using a genetic 
algorithm with notching characteristics for compact devices applications. The antenna covered 
frequency band from 3.75 to 4.85 GHz. The notch band of the antenna is achieved by etching two 
symmetrical slots from pentagonal radiating patch. The antenna covers the size of 20*15*0.508 mm3. 
The designed antenna resonant at 5.25 GHz and covered UWB with the fractional bandwidth of 180%. 
The UWB provides good return loss with omnidirectional radiation pattern. The summary of single band 
notch UWB antennas are given in table 1.

2.2 Dual Band Notch UWB Antenna:
There is extensively research has been done to design a dual band UWB antennas such as in the year 
2016,Qi Lui et.al. [11] has designed a novel planar UWBfiltering antenna. it has dual notch 
characteristics in (5.5 & 7.5) GHz. The antenna is designed and simulate using HFSS software. The 
antenna designed on Taconic RF-35 substrate with the permittivity of 3.5, thickness 0.79mm, and loss 
tangent 0.02. The structure covered the size of 32*20 mm2. The dual notch UWB antenna was designed 
using half wavelength resonator structure with two U shaped gaps in coupler feeder. The antenna 
provides good impedance characteristics at the frequency of 3.5-10.5 GHz. The antenna reduces the 
interference between UWB antenna and other communication system forgood wireless applications and 
in the next year, Lin Chusan Tsai.et.al. [12] was designed a heptagonal shape monopole antenna for 
UWB application. It is designed on FR4 substrate with permittivity of 4.4, loss tangent of 0.0245, 
thickness 1.6mm. The proposed antenna covered the size of 26*16.38mm2. The antenna is designed on 
heptagonal shaped patch with cutting of two L shape slots and two SRRs on ground plane. The antenna 
covered the bandwidth from 2.63 to 10.86 GHz @VSWR< 2. The dual notch UWB antenna covers two 
notches for WiMAX and WLAN applications. The antenna provides good VSWR, radiation pattern and 
gain, Further Sam Weng Yik et. Al. [13] was designed a compact size reconfigurable dual notch band 
UWB antenna for RF /microwave front end subsystem. The UWB antenna is designed by two pairs of 
reconfigurable L shape resonator with T- shaped notch attached on partial ground plane. The antenna 
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provides the smaller bandwidth 224.8 MHz and 89.90 MHz with the low input voltage of 6.0v used for 
RF /microwave front end subsystem. The dual band antenna and its return loss are shown in Figure 2.

In the year 2019, A.K.M..Ariful et.al. [14] wasdesigned a compact planar UWB antenna forWiMAX and 
WLAN band notch applications. The antenna is designed by rectangular patch with slotted partial 
ground plane and for feeding the power micro strip feed line is used. The antenna covered the size of 
30*12*1.6mm3. it used method of momentbased simulation technology. its operating band width from 
2.98-12 GHz and gain is 3.95dBi. it has two notch bands at 3.5 &5.45GHz and have low cost &profile 
which used as transceiver in UWB communication and in the same year Abhishek Patel et. Al. [15] was 
designed ultra-wide band triband notches antenna for WLAN, WiMAX and X band rejection 
applications. 
The antenna is designed on roger 5880 substrate with the dielectric constant of 2.2 and thickness of 0.795 
mm. The antenna is designed by using monopole and covered 3.1 GHz to 10.6 GHz frequency band. In 
the antenna notches are inserted by using split ring esonators. The notches are resonated at 3.5 GHz, 5.8 
GHz and 8.4 GHz for above band rejection applications. The antenna is designed and simulated by CST 
microwave software and in the next year a dual notch UWB coplanar waveguide antenna was designed 
by Ravichandran Somasundaram et. al. [16]. The antenna is designed on Rogers RT/duroid 
5880substrate with dimension of 18*21*1.6mm3and feeding is done using 50ohm transmission line. 
The antenna covers dual notch bands 3.3-3.7 GHz and 5.9-6.9 GHz. The lower band notch is designed by 
an inverted pie section slot and higher band notch is designed using EBG structure for WiMAX and 
satellite uplink application. it can control frequency tunning easily .it used for reconfigurable antennas. 
Further in the last year 2021, Mubarak Sani Elliset.al. [17] was designed a notch bands antenna using 
vertical stubs from microstrip feedline. The designed UWB notch antenna solves the lack of details 
&replicable understanding the filtering techniques. it is etched on 25*30 mm2substrate. The two 
antenna structures are designed, in this design one narrow band notch lie from 3.3-3.6 GHz & second 
notch band from 5.15-6 GHz. The notch band provides good gain and group delay rejection. The 
antennaprovides stable radiation patterns with low cross polarization. The summary of dual band notch 
UWB antennas are given in table 2
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2.3 Tri-Band Notch UWB Antenna:
There are extensively research going on for a tri-band notches UWB antenna, in the year of 2013, an 
ultra-wide band triband notch reconfigurable antenna was designed by Yingsong Li et. Al. [18] for 
Cognitive Radio Applications. The UWB notch antenna is designed with rectangular patch and band 
notches characteristic is obtained by inserting defective structure in the feedline with π shape slot cut 
from the radiating patch. 
The ultrawide band antenna covers the frequency band from 3.1 GHz to 14.0 GHz band and covered the 
notch frequencies from 4.2 GHz to 6.2 GHz, 6.6 GHz to 7.0 GHz, and 12.2 GHz to 14 GHz. The antenna 
results show wide bandwidth, constant gain with omnidirectional radiation pattern and further in the 
year 2018, Qurratul Ain et.al. [19] had studied and analyzed the band notches characteristics for triple 
band notched UWB antenna.
A small square UWB antenna of size 24*31mm2 with triband rejection is designed and simulated using 
HFSS software. It reduced mutual coupling to the minimum among different slots placed on radiator 
without affecting the performance. The antenna provides an omni directional radiation in the H-plane for 
WPAN and other UWB applications. All these specifications justify that antenna is low cost, compact 
and ease to integrate in wireless devices.The proposed antenna and its return loss are shown in figure 3. 
In the year of 2019, Abhishek Patel et.al. [20] has designed an UWB monopole with multiple band 
notches filtering antenna. It achieves better matching by creating a rectangular slot in ground plane and 
covers a range of 3.1GHz -10.6 GHz frequencies. Rejection levels at 5.8 and 8.4 GHz are below 3dB. 
Gain & efficiency are good for these frequencies. It is designed on CST microwave studio. Its 
application is in short range communication.
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Further Shun Li et.al. [21] was designed a triple notch fractal antenna with high selectivity 
characteristics for UWB applications. It is designed and simulated using HSFF software and covered the 
bandwidth upto 9.6 GHz. The antenna filters the three bands of 2.4G WLAN, 5G WLAN, and X-BAND 
uplink frequency without consuming more frequency bands. These notches are achieved by integrating 
different resonators at different parts of the antenna and in the year 2021, Warsha balani et. al. [22] was 
designed a compact triple band notch monopole antenna for wideband applications. The antenna is 
designed using E shaped stub, split elliptical shaped slot and C shaped resonator. The antenna covers the 
bandwidth from 1.6-47.5GHz with three notch bands at 1.8-2.2GHz,4-7.2GHz, and 9.8-10.4GHz for 
AWS, C, and X bands. it provides good radiation characteristics, constant group delay response, and 
better gain over passbands. 
In the antenna during the notch bands low gain and high variation in group delay is achieved. So, it is 
suitable for pulse based SWB communication and in the same year a super wide band tri-band notches 
antenna was designed by Warsha Balani et. Al. [23] for wireless applications. The antenna was designed 
on roger RT duroid substrate with the dielectric constant of 2.2, and thickness of 1.57 mm. The radiating 
patch of the antenna consists labelled path with E shape stub connected to the patch and elliptical slot is 
etched from the lower end of the patch. The UWB antenna cover the bandwidth of 1.6 GHz to 47.5 GHz 
with the three notches of 1.8– 2.2 GHz, 4–7.2 GHz, and 9.8–10.4 GHz frequency for advanced wireless 
services (AWS), C bands, and X bands applications. The antenna consists good gain with radiation 
characteristic. The summary of Triband notch UWB antennas are given in table 

III. CONCLUSION
This paper covered different categories of ultrawideband multi-notch antennas for different 
applications. For study the design techniques for creating the notch, different types of notch antennas are 
studies. These antennas are designed for reducing the interference with the narrow bandwidth channel. 
In these papers single band, dual band, tri-band notches in the UWB antenna are studied and identify the 
design techniques will be helpful for creation of notches in UWB antennas.  
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This document is aimed to present a processor-in-loop arrangement using the synchronous reference 

frame controller operating on an ac chopper for reactive and harmonic compensation. The controller is 

detailed taking into account the mathematical expressions of the converter, and how these shape its 

structure. The different harmonic components generated by the converter and how these are produced by 

specific duty-cycle components is also exposed. Finally, the implementation in a digital signal processor 

using a processor-in-loop arrangement to obtain transient- and steady-state signals aid in assessing the 

performance of the controller in cancelling both the reactive and selected harmonic components.

Keywords- AC Chopper, Synchronous Reference Frame, Processor-in-Loop Arrangement.

I. INTRODUCTION
Power quality is a key topic in power systems to maintain the energy supply under certain conditions to 
comply with power quality standards and help protect industrial processes and equipment. The most 
common power quality problems are low power factor and high harmonic distortion due to reactive 
and/or nonlinear loads mostly based on power electronics converters [1]. The impact of low power factor 
translates directly to reactive current having to be delivered to loads through distribution lines, which in 
turn increases power loss. On the other hand, harmonic distortion can causing negative effects in loads, 
like overheating of transformers, motors or conductors, among others [2].
The first solutions for power factor correction were synchronous condensers and capacitor banks, 
however, since loads usually vary, a fixed capacitor bank could lead to an insufficient or excessive 
compensation [3]. To aid in the performance of fixed filter banks, there are schemes for variable 
compensation using switched capacitors with the disadvantage of slow response, big size, and the need 
for frequent maintenance [1], there is also a method to deal with the reactive power incorporated in a 
nonlinear control framework [4].
A step forward was to increase the response time to half a cycle of the fundamental frequency by using 
phase controlled static var compensators (SVC), thyristor switched capacitors (TSC), or thyristor
controlled reactors (TCR) to inject continuous reactive power [1]. One disadvantage is that when 
passing from injection to absorption of reactive power, or vice versa, the resonance angle and the 
surrounding regions must be avoided, also, the harmonic components generated have to be reduced [1].
The last step are self-commuted converters using pulse width modulation techniques (PWM) that can 
compensate power factor and harmonics at the same time [5]. Among these are voltage (VSC) and 
current sourced converters (CSC) or matrix converters (MC), among others. These can be used as 
building blocks for the static synchronous compensator (STATCOM) and its distribution version 
(DSTATCOM), the active power filter (APF)[5-6]. Additionally, to faster response times compared to 
thyristor-based converters, these can inject or absorb reactive power continuously, require smaller 
inductor or capacitor banks, and can also compensate harmonics [7]. These devices constitute a proven 
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technology with limited penetration mainly because they require one or several inverters that still have 
bulky capacitor (or inductor) banks that considerably increase their cost[8].
From the vast universe of power converters, in 2007 Deepak D. [8] and Jyoti S. [9] publish a new concept 
using ac-ac converters for var and harmonic compensation. An advantage of not needing a VSC is to 
avoid bulky electrolytic capacitors in favor of ac capacitors, which reduces cost. Another advantage is 
the reduced number of power switches, typically three bidirectional switches in three-phase applications 
or the fact that the response speed is comparable to that of VSC [11]. These advantages have maintained 
interest in the research topic, for example, as a reactive and harmonic compensator with a Buck type ac 
chopper [10]; or with a Boost type ac chopper [11]. For harmonic compensation, the PWM scheme uses 
the even harmonic modulation technique (EHM) for the converter to be able generate the harmonic 
components that cancel the ones produced by a load[2], [8], [10]-[11].To find a solution capable of 
effectively and economically compensate power factor and harmonic distortion is desirable in practice, 
hence the use of ac choppers. 
Additionally, the validation of the converter controller using a processor-in-loop (PIL) approach to 
accelerate the design process and avoid possible damages to a prototype or risk to operators is valuable. 
This type of simulation is intended to be the last step towards a laboratory prototype or an industrial 
test.This work is aimed to show the use of a processor-in-loop arrangement of a Buck type ac chopper for 
power factor and harmonic compensation of nonlinear and/or reactive loads under sinusoidal supply.

The specific objectives are:
1. Detailed operating principle of a Buck type ac chopper;
2. detailed operating principle of the control loop for power factor and harmonic compensation;
3. simulation of the entire system to assess its performance using a PIL arrangement.

II. OPERATION OF AN AC CHOPPER
The Buck type ac chopper can be modeled using a similar procedure as the matching dc-dc converter 
[10]. The conditions for the analysis consider power factor and harmonic compensation of a 
reactive/nonlinear load supplied by a sinusoidal voltage source. The configuration is shown in Fig. 1and 
consists of a voltage source, vs with an output impedance, Rs + jwl a second order input filter with 
elements  Rf , Lf and Cf a power capicitor C with an inductive filter Lb; and two bidirectional power 
switches S1 and S2 [10]. The on/off sequence of the bidirectional power switches is complementary in a 
period of the commutation frequency, fsw as these cannot conduct at the same time.
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2.1. Power Factor Correction
During converter operation it is supposed that the commutation frequency is sufficiently high for the 
voltages and currents to be represented by their average values, therefore v1 also the reactances of the 
elements are selected to be much smaller than that of  making behave as ideal filters. From [[1]] and 
according to the volts-seconds and power balance, v2 and i1 can be expressed as

The compensation current ic depends on both the duty cycle d(t) and the voltage at the point of common 
coupling (PCC) vr(t) therefore considering a fairly constant sinusiodal node voltage and a steady state 
duty cycle can be rewritten as 

It is clear that ic leads vr by 90 degree and that D controls its amplitude providing a variable capacitive 
current to compensate for the inductive current of a given load fig 2a shows that effect of D  in the 
amplitude of ic 
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2.2. Harmonic Cancellation
Harmonic behaviour is studied by a procedure as the one above allowing d to have an ac component as in 
d(t) = D0 + Dk sin(kwt + 0k ) can therefore be modified and give 
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It is clear that ic includes the harmonic terms                                                                      with different 
magnitude the highest being the (k + 1)th term followed by the (k-1)th therefore if a kth even harmonic 
term is included in d it will generate the (k + 1)th harmonic current in ic to cancel an odd harmonic 
component at the PCC. This is known as EHM and consist on injecting even harmonic terms in d to 
produce odd harmonic currents in an ac chopper. 
Typical harmonic currents in balanced three-phase systems include the 5th, 7th , 11th, 13th, 17th, 19th, 
...., note that the three-phase balanced system lacks the 3rd harmonic component and its multiples. These 
components can be cancelled including appropriate even harmonic terms as in d(t) = D0 + 
                                     where k is an event term that generates the (k+1)th harmonic current in Ic. To 
show this, let us include a single even harmonic term in d and observe the odd harmonic current 
generated in ic ; as an example, Fig. 2b, c, and d show the components of ic produced by the 4th , 8th 
terms in d; it is clear that one harmonic component has the dominant magnitude for each even term 
injected.

III. SYNCHRONOUS REFERENCE FRAME CONTROLLER
The test system is shown in Fig. 3and comprises a voltage source                                       with a linking 
impedance                    two linear loads with impedances                                        an uncontrolled 
rectifier with a dc load given by Rdc1 , Rdc2 and Ldc; and a three-phase ac chopper with a  per phase 
configuration as the one in Fig. 1; the parameters of the test system are

                                                                                  It is common  in electrical engineering applications 
to use the synchronous reference frame (SRF) for different tasks since it transforms an ac vector in abc 
coordinates into a constant vector in dq0 coordinates. In control systems, for example, it makes the use of 
proportional-integral (PI) controllers easier. The control system used in this work is based on this abc- 
dq0-abc transformation and in shown inFig. 3, where the reactive and harmonic sections are identified.
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3.1. Reactive Power Controller
Following the ideas in the previous section, the reactive power controller is based on the abc-dq0 
transformation to obtain the information of the reactive power of the load. When the load is linear the  
abc current abc  current drawn is sinusoidal and when converted to the dq0 frame the dq components are 
constant and contain key information of the current. Moreover, if the phase of the transformation matrix, 
is synchronized with vr these d and can be related to active and reactive power, respectively. This is used 
here to compensate the reactive power of the load by driving the q component of is to zero zero using a PI 
controller as the one shown inFig. 3, thus reducing the reactive power at the PCC. The d component is  
not affected since it is related to the active power. The synchronization waveform 
for the abc-dq0 transformation contains the data of the frequency and phase of the synchronizing signal 
and is obtained using a SRF phase-locked loop (PLL), like the shown in Fig. 4,as it is one of the most 
used schemes [1]. As mentioned before, the linear load results in a purely sinusoidal current, and for the 
transformation matrix to be synchronized with the voltage at the PCC 

As shown inFig. 3, the controller transforms is from the abc to the dq0  reference frame. The q 
component is then passed through a low-pass filter to reduce the high frequency switching harmonics of 
the ac chopper and become the error signal of the controller that outputs the duty-cycle. The data for the 
reactive controller is  kpdc = 0.5 and kidc = 5 and from the PLL is kppl = 100 and kipll = 1. 

3.2. Harmonic Controller 
With a nonlinear, the abc current drawn from the source becomes distroted and can be represented as 
                                                    where Ak is the amplitude of the kth harmonic component and is its 
phase ; remember that for the test system used k = 5,7,11,13.... When is is converted to the dq frame it 
results in isdq + isdq where isdq is a constant (dc) component and isdq is an alternate (ac) one. 
The synchronization waveform for each transformation, in Fig. 5is not obtained from a PLL, but 
specifically generated for each control loop. This determines the components of isdq where Isdq from 
is= Ak sin (kwt + k ) when wsn = kw and isdq results from the rest of the components when wsn not equal 
to kw. In this case, the phase of the transformation, the does not need to be synchronized since any 
distortion of the voltage at the PCC is supposed to be negligible, therefore no harmonic components of 
the current can be paired with harmonic components of the voltage.
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Fig. 5shows the detail of the harmonic controller composed of a series of harmonic loops, where one 
targets a specific harmonic component generated by the load. All harmonic loops have a common 
structure that begins with is being passed through a high-pass filter to reduce its fundamental frequency 
component, as this is the one with the highest magnitude. The current is then transformed to the dq 
reference frame to be fed to a low-pass filter to diminish any ac components. This signal contains the 
information of a specific harmonic component and is used as the error input for the controller. Finally, 
the output of the controller is converted back to the abc reference frame to be added to the constant duty 
cycle. Note that the abc-dq0 and dq0-abc transformations in each harmonic loop are synchronized to 
different frequencies. The frequency of each transformation block is determined by harmonic 
component that the corresponding controller needs to process, and the component that needs to be 
injected by the ac chopper. As shown in Section II, the injection of different even harmonic terms to the 
duty-cycle results in the ac chopper injecting a specific odd harmonic current.
To further clarify, and without loss of generality, let us concentrate on id as the same applies to iq. Also, 
let us focus on the control loop of the 5th harmonic component, as a similar process applies to the other 
loops. The control loop starts with a high-pass filter to reduce the fundamental frequency component of 
is The filtered current is then converted to the dq reference frame with wsn matching the 5th harmonic 
component. Hence, Id is only linked to the 5th harmonic component, whereas id results from the 
fundamental frequency and the rest of the harmonic components; note that this means that to compensate 
for the 5th harmonic component only id is needed. Therefore, the next step is to reduce  id using a low 
pass filter for the PI controller to process a dc signal. Finally, when converting the output of the controller 
to the abc reference frame wsn is set to the 4th component since it has already been shown that when 
included in  d(t) it generates a 5th harmonic current component in the ac chopper (Fig. 2b).
Accordingly, the frequency of the dq transformation for the controller loop of the 7th and 11th harmonics 
are set to these frequencies for Idq to contain the appropriate information; in both cases idqs filtered 
before entering the PI controller. Finally, when transforming back to abc cordinates the frequency of the 
transformations match the 8th and 10th terms that will generate the7th and 11th harmonic currents in ic. 
As a final but very important remark, one can note that the 8th term is used to generate the 7th component 
in ic , i.e the (k + 1) term to generate the kth harmonic. However, this is not the case for the other two 
control loops, where the 4th and 10th terms are used to generate the 5th and 11th components in ic 
respectively, i.e the (k-1)th term to generate the kth harmonic. The reason lies in the 7th harmonic 
component to be of positive sequence, whereas the 5th and 11th are of negative sequence. The duty-
cycle that generates a positive or negative sequence harmonic component in ic is not the same, and has   

ISSN Print : 2320-2084, Online : 2321-2950



International Journal of Electrical Electronics and Data Communication (Volume - 10, Issue - 1, January - April 2023)                              Page No. 22

to be properly selected, as shown in Fig. 5.The harmonic controller parameters are kp4= 0.02 , ki4 = 0.45 
, kp8 = 0.014 , ki8  = 0.5 , kp10 = 0.062 , and ki10 = 3.1. 
The high- and low-pass second order filters are given by

respectively, with the filter configurations presented in Fig. 6. The high-pass filter is directly represented 
in a block diagram with delays, and the low-pass filter is achieved using its transfer function with 
discrete integrators. The data of the filters is b0 = 0.9868, b1 = 1.9735 , b2 = 0.9868 , a1 = - 1.9733 , a2 = 
0.9737 , 

IV. PROCESSOR-IN-LOOP SIMULATION RESULTS
This section shows the results when using the test system of Fig. 3 with an actual Texas Instruments 
TMS320F28335®processor board running the controller. The test is performed with the PIL function of 
the PSIM® software that allows to connect a processor hardware to a digital simulation. In this test, the 
board runs at a sampling frequency of 20 kHz(50 us  sampling time).This PIL function allows to assess 
the performance of the controller since it runs each sample time in real-time on the processor board, 
however, the data exchange between processor and computer simulation is not in realtime.The results 
shown include four cases for the controller: a) reactive controller, b) reactive controller and the 5th 
harmonic loop, c) reactive controller, 5th, and 7th harmonic loops, and d) reactive controller, 5th, 
7th,and 11th harmonic loops.  

ISSN Print : 2320-2084, Online : 2321-2950



International Journal of Electrical Electronics and Data Communication (Volume - 10, Issue - 1, January - April 2023)                              Page No. 23

All simulations start in steady-state with the ac chopper connected and the ac load being R1 + jwl;, then 
at t = 0.1 sthe ac load changes to R2 + jwl2 and the dc load Rdc1  - Ldc1 is connected ; finally at t = 0.35 s  
the ac load remains at R2 + jwl2 and the dc load changes to Rdc2 - Ldc. The objective of the tests is to 
show the effect of each control loop in Is and the specific components affected. For all tests the signals 
shown are  vT , is , il , and ic; the harmonic spectrum of is , il , and ic are also presented. 
Fig. 7shows the behavior with the reactive loop, where is clear that vT and is are in phase, meaning that ic 
is compensating the reactive power even when the load changes; the system is observed to rapidly reach 
the steady-state. It is also clear from Fig. 8 that ic is sinusoidal even when the nonlinear load is connected 
and is gets distorted. The harmonic content that appears is not cancelled by the reactive controller and 
will remain as long as the nonlinear load is connected.

A different behaviour is shown inFig. 9, where the reactive and 5th harmonic control loops are present. 
The reactive control loop plays the same role as in the previous test; however, it is now clear that is is less 
distorted due to the action of the harmonic loop; again, the system rapidly reaches the steady-state.The 
harmonic spectrum plotted in Fig. 10reveals the effectiveness of the additional loop, where the 5th 
harmonic component of  is is now cancelled; other components will be cancelled adding more loops. 
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In line with the previous tests, Fig. 11shows the effect of adding the 7th control loop. The results follow 
the same logic and the 7th harmonic component is effectively cancelled from is with the system rapidly 
reaching the steady-state. The utility of the additional loop is exposed inFig. 12, where the harmonic 
spectrum lacks the 7th harmonic component. Finally, adding the 11th harmonic control loop helps to 
neutralize the corresponding harmonic component, as depicted in Fig. 13.The distortion in is is further 
reduced as clearly shown in the harmonic spectrum of Fig. 14.Very little distortion is present in is is in 
phase with vT.  
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Since the tests presented account for an actual processor handling the control system, running times are 
an effective way of assessing the real-life performance of the system. For the reactive, reactive and 5th , 
reactive, 5th and 7th , and reactive, 5th,7th and 11th control loops, the processing times are 5.15  us , 16.6 
- 18.3 us, 26.7 - 28.4 us and 36.5 - 38us , respectively. It is important to note that all these running times 
are safely below the  50 us sampling time used in all tests.

V. CONCLUSION
The SRF is an effective way to design a controller that needs to separate different harmonic components. 
However, in the case of the ac chopper with EHM one has to take special care on the frequency of the abc 
- dq0- abc transformations since the sequence of each harmonic component has to be considered, 
otherwise the controller will not behave as desired.
On the other hand, performing a PIL simulation has the advantage of testing the controller in a form that 
is close to the actual implementation since the processor is effectively running the algorithms; all that is 
needed to switch to a prototype is to acquire actual measurements.
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Owing to the high commercial demand for optical communication system, the fundamentals of avalanche 

photodiode (APD) and photodiode intrinsic negative (PIN) of receiver performance have received 

extensive attention. This work presents a performance analysis and comparison of APD and PIN photo 

detectors using optical wireless communication channel. Many parameters are investigated to study the 

effects of input power, extinction ratio, gain, thermal noise, bandwidth, and dark current. Results show 

that APD photodiode shows high Q-factor, which is mainly affected by gain and thermal noise, whereas 

PIN photodiode is influenced by thermal noise. Moreover, the APD’s gain acts anessential role, and the 

shot noise has to be carefully dealt with. The implementation of APD photodiode in optical 

communication system exhibited high Q-factor of 257 for long transmission distance of up to 300 km 

compared to PIN photodiode with Qfactor of 219. Furthermore, the correlation of receiver sensitivity with 

extinction ratio and thermal noise is examined and compared.

Keywords- OWC channel, PIN, APD, Q-factor, thermal noise, shot noise, gain, extinction ratio

I. INTRODUCTION
Optical receivers are highly attractive and widely used in the field of communication 
engineeringbecause they are considered the major devices in optical communications system [1-5]. 
Avalanche photodiode (APD) and photodiode intrinsic negative (PIN) photo detectors are the 
fundamental component of the optical receiver, andthey operate close to 1.5 μm spectral range [3]. On 
the one hand, APD photodetectors are the better candidate for long-haul communications, because of 
their internal gain. On the other hand, the thermal noise in PIN photodiode acts the main function in the 
performance of the receiver [1-3].
Currently, the focus of conventional communication systems has shifted to fiber optic systems in aspects 
of proper usage of bandwidth and the enhancement of capacity [4-5].Optical wireless communication 
channel (OWC) is a technology that applies light to transmit optical signals over free space. 
OWCchannel is implemented to handle data at very high

data rates, and it is available at a very low cost compared to other telecommunication systems [2-3].

Numerous studies have aimed to investigate the performance comparison between APD and PIN 
photodetectors at the receiver side.O. Kharraz and D. Forsyth [1] demonstrated a performance 
comparison of the conventional PIN photodiode with the APD in an optical communication system.  
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They studied and compared comprehensively the effects of bandwidth, gain, extinction ratio, shot noise, 
and thermal noise. Furthermore, they proved that the Q-factor value is affected by the thermal noise in 
the PIN, and by the thermal and shot noise in the APD photo detector.They also showed that the APD’s 
internal gain performs a substantial role in the receiver evaluation.
The evaluation quality of an optical communication system is progressed via Q-factor, bit error rate 
(BER), electrical and optical power, RF spectrum, channel length, wavelength, and receiver 
category.This work simulates the effects of varying parameters on the performance analysis and 
comparison of APD and PIN photo detectors using OWC channel at 1,550 nm wavelength. The purpose 
of using OWC channel is to transmit data signals to and from the under reliably over long distances. A 
comprehensive simulation analysis of APD and PIN photo detectors and their deployment in different 
applications are conducted.

II. THEORY AND PRINCIPLE
The Johnson (thermal) noise is assumed to be 4kTB, where k is the Boltzmann constant, T is the absolute 
photodiode temperature in Kelvin, B is the bandwidth of the system in Hertz, and R is the load resistor in 
Ohm. The net noise in APD photo detector is given by:
The shot noise is considered to be i2AYAL = i2thermal + i2av = 2e (Id) Bm2F , where  e is the charge of 
an electron in coulomb , Iph is the photo - current Ib is the bulk current and Id is the dark current (nA). 
The net noise in PIN photo detector is given by :

where the shot noise is i2PIN = 2e (ID)B . Owing to the statistical nature of the avalanche progression, 
avalanche progression, avalanche photodiodes produce excess noise (F);  

where excess noise factor (F) is a function of the carrier ionization ratio, k is expressed as the ratio of 
hole-to-electronionization probabilities (k < 1), and M is the multiplication gain. 

III. SIMULATION DETAILS
The performance analysis and comparison of APD and PIN photodetectors using OWC channel is 
constructed. The simulation process is based on Optisystem software.The developed model consists of a 
transmitter, OWC channel, power splitter,and APD and PIN photodetectors.The optical signal is 
transmitted at a frequency of 193.4 THz and input power of 30 dBm. The proposed reference wavelength 
is 1,550 nm,which offers low attenuation and absorption losses.Besides, the transmitter has a linewidth 
of 10 MHz and extinction ratio of 20 dB.The simulation parameter settings for the optical transmitter are 
shown in Table 1. Subsequently, the optical input signal is sent through OWC channel of 300 km 
range.Power splitter is used to divide the path into two lines: one connected to APD and the other is 
connected to PIN photodetector.
After that, each photo detector is connected with low pass Bessel filter. The chosen simulation 
parameters for APD and PIN photo detector are shown in Table 2. Likewise, an eye diagram analyzer 
was utilized to measure the Q-factor and calculate the BER of the received signal. An electrical power 
meter visualizer is applied to measure the total power in dBm,whereas, oscilloscope visualizer is used to 
demonstrate the binary signal of NRZ pulses.
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IV. RESULTS AND DISCUSSION
A comparison model based on APD and PIN photodetectors is constructed with OWC channel with 300 
km length and 1,550 nm wavelength. The constructed model is designed using OptiSystem 7.0 
simulation software. The performance of the developed simulation design, which applies APD and PIN 
photodetectors using OWC channel,is investigated andevaluated in terms of output power, distance, and 
gain. The eye diagrams and gain (dB), signal output power (dBm),Q-factor, input power (dBm), 
extinction ratio (dB), thermal noise (w/Hz), and dark current (nA)are tabulated and tested for varying 
values of optical fiber length (km). A schematic of APD and PIN photodetectors setup using OWC 
channel designed for performances evaluation of the received signal at each photodetector. Figure 1 
illustrates the main layout of APD and PIN photodetectors using OWC channel. Originally, the designed 
layout was simulated to investigate and analyze the performance between APD and PIN photodetectors 
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using OWC channel. Thereafter, the input power is 30 dBm at the transmitter side and the OWC channel 
with range of up to 500 km. In order to investigate the performance of received signal, APD and PIN 
photodetectors are connected. An optical spectrum analyzer (OSA) and optical time domain are used to 
monitor the output signals after the OWC channel. Moreover, OSA is used as a tool to measure the 
optical power as a function of wavelength. The indicates that the proposed wavelength is at 1550 nm, as 
shown in Figure 2. Figure 3 shows the NRZ pulses of the transmitted signal, which are binary code.
The eye diagrams with minimum BER are shown in Figures 4 and 5. The eye diagram is clear and open, 
and the waveform distortion is substantially reduced with a high Q-factor of 257 at 1,550 nm wavelength 
for 300 km length, as presented in Figure 4.
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Eye diagrams are open and clear with attained low BER. This finding indicates improved performance 
of the system and corresponds to smallest signal distortion. Consequently, Figure 5 shows eye diagram 
with minimum BER for PIN photodetector with low Q-factor of 219 compared to APD photodetector. 
The red lines represent the curve of the minimum BER for the proposed design of APD and PIN 
photodetector.
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Figure 6 shows the signal output of the APD photodetector in binary form, which is represented in 
amplitude with respect to time. Figure 7 shows the signal output when PIN photodetector is 
implemented. The Oscilloscope visualizer shows a clear code without any distortion or noise compared 
to the code represented in Figure 7. Moreover, as revealed in Figure 6, the implementation of APD 
photodetector shows high amplitude of the signal compared to the implementation of PIN photodetector 
as shown in Figure 7.
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RF spectrum analyzer is a test instrument utilized to provide an effective insight into the RF performance 
of signal. RF spectrum analyzer characterizes the frequency domain, noise, and distortion by comparing 
the input and output spectra in order to compare between APD and PIN photodetector performance. 
Figures 8 and 9 show the RF spectrum of the proposed model for both APD and PIN photodetector, 
respectively. The RF signal of APD photodetector over a range of frequency reveals a highly sensitive 
power detector and large bandwidth as shown in Figure 8. Furthermore, the RF signal of PIN 
photodetector demonstrates a low sensitive power as shown in Figure 9 compared with thatin Figure 8.
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Table 3 displays the results of the output readings  different OWC channel range values. The Q-factor 
values are decreased as the OWC channel range increases for APD and PIN photodetector. Furthermore, 
small values are observed in the electrical power and the optical power of the received signal via APD 
photodetector. By contrast, the Qfactor value of PIN photodetector is lower than APD photodetector at 
300 km as shown in Table 3. Together, the electrical power of the captured signal by PIN photodetector is 
�36.35 which leads to unstable system performance.
Furthermore, this study simulates a new developed model based on OWC channel using APD and PIN 
photodetector, and compares with those of O. Kharraz et al. [1] andH. Hamadouche et al. [2]. From the 
comparison, the current study shows high and stable performances of the received signal using APD 
photodetector with zero-bit error rate (BER) over a distance range of 300 km along the communication 
system. 

Table 3 shows that the proposed model presents several advantages of using APD photodetector in terms 
of Q-Factor, electrical output power signal, optical output power signal, and BER. In general, the 
simulation design of APD photodetector is characterized by an excellent Q-Factor of 257.2, electrical 
output power signal of �26.81, and optical output power signal of �1.43. The developed design of APD 
photodetector shows clear eye diagram with 257.2 Q-factor compared with 7 and 14.5 in O. Kharraz et 
al. [1] andH. Hamadouche et al. [2], respectively.
Figure 10 presents the receiver sensitivity versus the extinction ratio of the transmitter for APD 
photodetector based OWC channel. In fact, the sensitivity is degraded at APD receiver output as the 
extinction ratio increased with APD gain of 3.In brief, the proposed design shows high receiver 
sensitivity of �26.647 dBm compared with that of O. Kharraz et al. [1], which is�31.1 dBm.
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Thermal noise in the APD and PIN photodetector affects their Q-factor values. Figure 11(a) shows that 
as the thermal noise increases, both Q-factor values decrease. At the same time, as predicted in Figure 
11(b), APD photodetector is more affected than PINwhen the dark current is high; therefore, the shot 
noise dominates on the system.
Significantly, the dark current of Germanium photodetectors is normally around the value of 85000 nA 
to bepractical. Consequently, the cross-over point in this case is around 83500 nA, as shown in Figure 
11(b).

IV. CONCLUSION
In the present study, a performance analysis and comparison of APD and PIN photodetectors receivers 
using OWC channel is investigated in detail. APD photodetector is more appropriate for long-haul 
communication distance, which results in high signalto-noise ratio because of the large bandwidth and 
the internal gain. On the one hand, the internal gain of APD photodetector is its great advantage over the 
PIN photodetector.
This gain assists in revoking other generated noise in the system. Besides, APD photodetector is a 
flawless candidate in highly sensitive optical-electrical communication applications. However, APD 
photodetector fails to be superior over PIN when shot noise is high. On the other hand, PIN 
photodetector is simpler, inexpensive to manufacture, and highly reliable for short-distance and low-
bandwidth application compared to APD photodetector. Furthermore, PIN photodetector is insensitive 
to dark current because it has many layers; thus, the depletion region is smaller than that of the APD 
photodetector.
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Images captured in hazy conditions, such as haze, fog, thin cloud, snow, silt, dust, off gas, etc., suffer from 

severe colour and contrast degradations. This includes remote sensing images (RSIs) as well as any other 

images captured in these conditions. As a result, there is a significant demand for dehazing algorithm to 

restore hazed RSIs from their degradations. The vast majority of dehazing algorithms that can be found in 

published works were initially developed for natural images dehazing (NID). In the context of our 

investigation, the physical model of NID is distinct from that of RSI dehazing (RSID), which has not been 

thoroughly discussed up until this point. In this paper, a novel idea referred to as "virtual depth" in relation 

to the physical model of RSI is presented for the first time. Real depth in a nature image is measured by the 

coverings of the earth's surface, such as snow, dust, cloud, and haze or fog. Virtual depth, on the other 

hand, gives the distance of an object departing from the foreground, whereas real depth measures the 

distance of an object departing from the foreground. These coverings serve the same purpose as the hazes 

in a natural photograph, namely to provide a hint of foreground and background. Dehazing operator is 

implemented iteratively to remove haze progressively until arriving at a result that is satisfactory in the 

second method, which is referred to as Iterative Dehazing for Remote Sensing image (IDeRS), which is 

proposed. In IDeRS, we also develop a fusion model for combining patch-wise and pixel-wise dehazing 

operators in order to eliminate halos and the oversaturation that is caused by them, respectively. This 

model is used to combine the two types of dehazing operators. The proposed IDeRS outperforms the 

majority of the state-of-the-art techniques in RSID, as shown by extensive experimental results tested on 

databases that are accessible to the general public.

Keywords- Dehazing, MATLAB, High resolution images, Natural image, IDERS, Air light Estimation.

I. INTRODUCTION
The very high resolution (VHR) satellite (such as IKONOS, SPOT5, Quickbird-2, Worldview 2, 
GeoEye-1 and Pleiades-1A) and aerial images have been providing remote sensing images (RSIs) with 
an increasing high spatial resolution, stable geometric location, and detailed textural information as 
remote sensing technology has advanced. Scene-level geographic image classification [1] and 
geospatial object detection [2] are two fundamental research topics that have garnered a lot of attention 
recently. [1] and [2] However, due to contrast degradation and colour attenuation, these two tasks, which 
include image analysis and search [3, 4], frequently suffer from poor quality optical RSIs. There are two 
primary factors that contribute to the low quality of RSIs. To begin, the quality of the RSI is typically 
susceptible to unfavourable atmospheric conditions, such as the appearance of haze, fog, smoke, and 
clouds, amongst other things. This is because the optical remote sensors that are carried aboard satellites 
and aircraft capture electromagnetic signals that are located far from the surface of the earth through the 
atmosphere layer. In addition, even on days with no clouds or precipitation, the atmosphere cannot be 
completely devoid of any particle; consequently, haze is always present, which contributes to the poor 
visibility. Second, the surface reflectance coefficients or surface albedos of various objects, including 
those that have been created by humans as well as land-use/landcover (LULC) parcels, are not the same. 
Even for the same object, the wide-field of VHR RSI can cause it to be covered by heterogeneous
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translucent coveringcontaminations. This can happen even for the same object. "hazes" of RSI are those 
translucent coveringcontaminations covering on the earth's surface, such as haze/fog, thin could, snow, 
silt, dust, offgas, and other such things. This is because of the two reasons that were mentioned above. 
Research into RSI enhancement, which includes methods such as histogram equalisation [5], 
homographic filter, and Retinex theory [6], has been conducted in depth. The goal of this research is to 
improve the RSI's overall quality. However, because this improvement did not take into account the 
physical mechanism that causes haze, it is unable to remove haze effectively and, as a result, suffers from 
artefacts such as oversaturation and gradient reversal. In point of fact, the optical distances between the 
objects in the scene and the sensor for RSIs cause haze to increase at an exponential rate. As a result, it is 
of the utmost importance to investigate the physical mechanisms that cause haze in order to develop 
models for RSI dehazing (RSID) [7, 8]. When it comes to NID, the physical model of haze [9] has been 
well received. For effective dehazing, precise estimations of atmospheric light and transmission map are 
required. At a minimum, there are three key distinctions to be made between the RSID and the physical 
models of natural image dehazing (NID). The natural image is first captured by the camera, which is 
typically aimed in a direction that is further away from the subject. As the scene depth increases, the 
image's contrast and colour saturation become increasingly less appealing. This property makes a 
number of prior contributions [10-15] toward the process of deriving the transmission map for NID. 
However, RSI is typically gathered by remote optical sensors aboard satellites, which are located a great 
distance from the earth; as a result, the scene depth that it provides is relatively consistent. Second, the 
estimation of atmospheric light, with very few exceptions, is typically done in a haphazard manner [16] 
or is decided by the pixel with the most hazeopacity [17]. When referring to natural images, the haze-
opaque region almost always refers to the sky region. On the other hand, an RSI almost never contains 
any sort of sky region. Third, remote sensing images (RSIs) are typically captured with a diverse range of 
spatial resolution (typically between 0.2 metres and 30 metres), scale, and shape of the objects on the 
earth's surface, whereas natural images typically have a resolution and scale that are comparable to one 
another. As a result, the hazes typically have a diverse collection of RSIs. Therefore, NID methods that 
were developed for a straightforward scenario are unable to effectively remove the hazes caused by 
RSIs. The application of an NID to RSID is hindered in its effectiveness as a result of these three 
distinctions. Even though some NID models have been used to study RSID [18], there are three key 
differences between the two that need to be carefully considered in order to realise their full potential. In 
more recent times, learning-based dehazing has been the subject of extensive development [19-23]. It 
learns from a database of image pairs consisting of clear images and hazy images to train itself. To 
generate hazy images for the database, computer models are used. These models require accurate scene 
depth measurement, which is currently not possible for outdoor scenes, including RSIs. Nonetheless, 
hazy images are generated from the database. Taking into account the three distinctions, our proposal is 
an iterative dehazing model for remote sensing images (IDeRS). To begin, the haze-line prior [24] rather 
than the haze-opaque pixel is utilised in the process of computing the atmospheric light of an RSI. The 
latter has seen widespread application for the treatment of NID. On the other hand, it is not present in the 
vast majority of RSIs. Second, even though the natural image hazes and RSI hazes are caused by 
different things, the transmission maps of both of these types of hazes can be expressed using the same 
mathematical formulas. In point of fact, each of them is proportional in an exponential fashion to the 
"optical depth" of the scenes contained within an image. It suggests that the transmission map model of 
natural image can also be applied to RSI, albeit with a different way of interpreting its results. Third, an 
iterative framework is proposed for the progressive elimination of the haze. The iterative procedure is 
particularly well-suited for RSID due to the fact that it can eliminate haze on a number of different scales 
in a step-by-step manner. IDeRS was developed with the dark channel prior (DCP) dehazing [25] as its 
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foundation. This dehazing method was well received, particularly for NID. It is also common knowledge 
that after dehazing, DCP images have surprisingly fewer saturated pixels (pixels that are either 
completely black or completely white). This is beneficial for the interpretation of RSI in a variety of 
applications involving object detection, recognition, and other similar tasks. The DCP, on the other 
hand, was developed for only one scale, so it would be unable to remove haze at various scales for RSIs, 
which would result in significant halo artefacts. As a result, the iterative approach is suggested 
throughout the course of this work. Additionally, the final condition of the iterative process to arrive at an 
adaptive IDeRS for a variety of scenarios is presented here.
Extensive research was done on the dehazing of single images [26] and [27]. Single image dehazing 
refers to the situation in which there is only one hazy image that can be dehazed, which is a classic 
example of an ill-posed problem. The extraction of depth data or the estimation of transmission maps is 
necessary for successful dehazing. Numerous priors, such as DCP [28], Bayesian statistical prior [29], 
color-line prior [30], colour attenuation prior [31], haze-line prior [32], difference-structure-
preservation prior [33] and colour ellipsoid prior [34], have been proposed in an effort to solve the ill-
posed problem of dehazing. When applied to a single natural image, these priors produce a 
depth/transmission map with a high degree of accuracy. In determining the raw transmission map, Meng 
et al. [35] extend the concept of DCP [36] by introducing its lower bound. After that, they introduce an 
L1-norm based contextual regularisation in order to suppress halo artefacts. Zhu et al. [37] create a linear 
model under a colour attenuation prior in order to recover the depth of the scene. This means that the 
depth of the scene has a positive correlation with the difference between lightness and saturation. 
Berman et al. [38] propose a nonlocal method in which the transmission map and atmospheric light 
estimated across the entire image rather than in local patches based on the haze-line prior. In this method, 
the haze-line prior is not used. Recent years have seen the development of a number of deep 
learning–based dehazings, such as DHNet [39], MS-CNN [40], AOD-Net [41], and Ranking-CNN [42]. 
They directly learn transmission maps based on the databases that are provided to them. These databases 
are made up of paired colour images of interior spaces along with the ground-truth depths of those 
spaces. Cai et al. [43] present an end-to-end CNN system that they call DehazeNet. It is made up of four 
layers, which are as follows: a layer for feature extraction, a layer for multi-scale mapping, a layer for 
local extremum, and a layer for nonlinear regression that uses the BReLU activation function. The 
authors Ren et al. [44] propose using a multi-scale CNN to estimate the transmission map. This CNN has 
two different networks: one at a coarse scale and one at a finescale. More and more of the most recent 
NID research has been centred on training models with Generative Adversarial Networks (GAN) [45] or 
Conditional GAN [46], such as cGAN-Dehaze [47] and DCPDN [48]. [45] & [46] The majority of 
research focuses on natural dehazing techniques for images. Although some models of NID have been 
successfully applied to RSID [49], the difference between NID and RSID ought to be well addressed for 
the purpose of achieving the best possible performance. In the case of RSID, earlier methodologies were 
primarily intended to improve the contrast of hazy RSI. Richter [50] eradicated the haze by creating 
transition regions that were seamlessly haze-free and haze-free. In order to characterise land cover, Du et 
al. [51] developed a wavelet transform analysis (HAWAT) technique by making use of the haze-free 
reference image of the same area. Under the stipulation that the blue and red bands are highly correlated, 
Zhang et al. [52] proposed a haze optimised transformation (HOT) as a method to detect and remove 
haze from an image. Based on the HOT algorithm, Moro and Halounova [53] presented a framework that 
could successfully remove haze from IKNOS imageries. This framework was presented in their paper. A 
background suppressed haze thickness index (BSHTI) was developed by Liu et al. [54] for the purpose 
of removing spatially varying haze contamination. This index is comprised of three steps, and they are as 
follows: haze detection, haze perfection, and haze removal. 
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II. ITERATIVE DEHAZING METHOD
The currently available model is unable to clear the haze from the natural images, and its accuracy 
decreases to an unacceptable level as noise levels rise. A fresh methodological approach, as depicted in 
Figure 1, has been suggested as a solution to these issues.

A. ESTIMATE AIR LIGHT
The weather is cloudy, sunlight, denoted by S, is disregarded, and only the atmospheric light, denoted by 
A, is taken into consideration, then the brightest pixels in the hazy image are thought to be the most haze-
opaque. However, this is only the case if the weather is cloudy.
Estimate air light is the primary component of the DCP that is utilised in the process of improving 
satellite image qualities through the application of remote sensing image processing. Estimating the 
values of the air light for use in the generation of the transmission matrix is the primary goal of this 
section. The first thing that is done is to convert the colour image into three-indexes such as red, green, 
and blue. The next step is to extract the low intensity pixels; the number of clusters in satellite images 
will be higher, while the opposite will be true for normal images. After that, the clusters need to be 
reorganised for the fresh estimation of the transmission map. These clusters will be separated into three 
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 different groups or colour channels according to the air light values that are present (RG, GB, and RB). 
After that, new values for the air light will be generated based on the updating of the previous values for 
the air light, as shown in figure 2.

B. MAP ESTIMATION
Estimation of atmospheric light takes place, then transmission is estimated as follows:

The amount of haze that is intentionally left in the image to prevent unnatural scenes ( = 0.95)In order to 
improve the quality of the transmission map, soft matting Laplacian is applied to the edges in order to 
smooth out any artefacts. However, this results in a significant increase in the amount of time required 
for computation.
It is dependent on the assumption that, for any given pixel in a shading picture of a typical scene, one 
channel (either red, green, or blue) is typically dark, with the exception of the sky. These dark pixels will 
typically be illuminated by the air light, and as a result, the evaluation of this light source begins with the 
pixels that are the darkest in the scene. [6] is the source of the motivation for this perception, which is also 
known as the dark channel prior. The value for the dark channel, J dark(x), can be calculated using the 
hazy picture, J(x).
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Jc is a shading channel of J, and a local patch focused at x is denoted by the notation (x). In [7], dark 
channels are processed utilising a patch size 15×15. There are not many insights provided to characterise 
the patch size; however, the probability that the patch contains dark pixels increases in proportion to the 
patch's growing size. The accuracy of the evaluation of the dark channel could then be achieved. In any 
case, when dealing with a large patch, the presumption that the transmission is consistent within a patch 
is shown to be less accurate, and the number of hollow artefacts that occur close to depth edges grows. 
The majority of DCP-based DE hazing strategies calculate the dark channel by essentially making use of 
a local patch that is a fixed size in order to fundamentally reduce the amount time spent computing. A 
number of the DCP-based alignment strategies consider a patch with a size different from 15 by 15, 
which was the standard configuration. The size of the patch can be adjusted progressively, taking into 
account the contents of the picture. Some of them reduced the amount of work that required a lot of time 
by using a patch size of 11 by 11 [8]. When a small patch size is used in the initial cloudy picture that also 
includes limited light, real-world over-satiation effects can occur in the recovered scene's radiance. This 
results in a sense of disillusionment regarding the recognisable evidence of the environmental light 
source. Increasing the size of the image can help fix this problem, but it can also cause halo effects and 
black artefacts, especially along the edges. In this manner, two patch sizes, 3x3 and 45x45, have been 
utilised in a procedure of DCP. Both of these patch sizes have been provisionally recognised.
An inaccurate estimation of the transmission map could result in a few mutilations, such as the 
destruction of square antiquities. A cloudy transmission map is the result of using a patch-based dark 
channel figuring method. The fundamental reason for this is the assumption that there is a constant 
incentive present in a particular area patch. This is not always the case, particularly when the patch in 
question has a pointed edge. The obvious edge artefacts that result from this incorrect assumption are as 
follows: A number of approaches have been tried out in the interest of producing a more accurate map
In several different DE hazing methods, the map is given a smoother appearance with the assistance of 
the Gaussian filter. Some other people have used rather than the bilateral filter, which is fundamentally 
the same as Gaussian convolution, but pixels are handled based on nearby area and comparative qualities 
rather than bilaterally. A smoothing channel that also protects the edges is called a Gaussian filter. The 
Guided filter, which is similar to the bilateral filter, performs edge safeguarding. However, its activity is 
at its peak in the vicinity of the edges. The developers of this method decided to replace the soft matting 
that was used in the first DCP strategy with a guided filter so that the transmission refinement map could 
be completed much more quickly. This was done because the use of soft matting was extremely time
consuming. As a direct consequence of this, the soft matting has never been utilised in any other method 
of DE hazing in the future. On the other hand, the guided filter has been implemented subsequently in a 
variety of different strategies.
The primary difference between these refinement calculations and others is that, unlike the Gaussian and 
the Bilateral filters, the soft matting, the Cross-two-sided filter, and the Guided filter take into 
consideration the grey image as well as the colour hazy image of the transmission map. This is the 
fundamental contrast point. This helps in removing the incorrect surfaces that are dependent on the real 
colours and maintaining a level of sharpness that is comparable to the initial colour hazy picture.These 
valid calculations have been applied to the transmission map in order to improve it. However, other 
calculations apply a pre-preparing upgrading calculation to the hazy picture in order to prevent the 
transmission map from having surfaces that are obscured and incorrect
.
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C. GET RADIANS
This step will identify whether the light temperature of the image has been increased or decreased when 
compared with the original image in preparation for subsequent enhancement operations.

D. LIME
When either the light exposure or lime concept is utilised, the light levels will be adjusted on their own 
automatically. Only the middle value of the image is considered, and after that, it is modified so that it 
only affects the parts of the image that contain the middle value.
The simulations are run on natural image datasets as well as satellite image datasets, and they are 
implemented on mat lab software in order to get the results that are presented here.
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III. CONCLUSION
An iterative dehazing method for single RSI, which will be referred to as IDeRS, will be proposed in this 
article. In the first step of this research, we investigate the viability of various dehazing algorithms and 
general haze optical models applicable to the RSID. In terms of its optical model, the RSID is distinct 
from the NID in that it possesses almost constant depth and does not contain haze opaque pixel. 
Additionally, the haze-opaque pixel is absent. The estimation of the transmission map and the estimation 
of the atmospheric light would both be invalidated as a consequence of these two differences. In order to 
solve the first issue, we came up with the concept of "virtual depth," which is essentially the same thing 
as the natural image's actual depth but measures the amount of covering and contamination on the earth's 
surface. The second issue can be remedied by making use of the haze-line prior in place of the haze-
opaque pixel in order to solve the problem. Second, a fusion model that combines pixelwise and patch-
wise transmission map estimations has been proposed as a solution to the problems of over-saturation 
and halo that are caused, respectively, by pixel-wise and patch-wise dehazings. This is done in order to 
overcome the problems. Thirdly, in order to implement transmission map estimation and the overall 
process of dehazing, an iterative procedure is developed. Last but not least, evaluations on a wide variety 
of RSIs downloaded from the NASA Earth Observatory website as well as five well-known databases 
demonstrate that the proposed IDeRS is able to better recover high quality images by gradually 
removing halo artefacts during the iterative process while simultaneously suppressing oversaturation. 
This is done in order to improve image recovery. Patch segmentation fusion is going to be the primary 
focus of our future work. First, an image is cut up into many smaller patches, and then the segmentation 
process is carried out on each individual patch. In this case, the sharpening method is used to round off 
the image's edges in order to improve the underwater image's visibility over a wider range. Patch 
segmentation will be the primary focus of our future work. 
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