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An Experimental Study Using Deep Neural Networks to
Predict the Recurrence Risk of Brain Tumor Glioblastoma
Multiform

Disha Sushant Wankhedel, Chetan J. Shelke2

ABSTRACT

/Virtual reality (VR) technology within the hotel industry marks a transformative shift in the way guests\

experience and engage with hospitality services. Virtual reality, with its immersive and interactive
capabilities, enables hotels to provide a novel and engaging environment for guests. From virtual
tours of hotel rooms and amenities to immersive experiences showcasing local attractions and
cultural highlights, VR has the potential to revolutionize the pre-booking and on-site guest
experience. This paper focused on the user experiences within hotel rooms enhanced with virtual
reality (VR) technology. Leveraging content analysis, sentiment analysis, and advanced classification
models, we aim to unravel the intricacies of user sentiments and preferences in this evolving domain.
The content analysis reveals a spectrum of user opinions, ranging from enthusiastic endorsements of
immersive VR content to nuanced critiques of room ambiance and interactivity. Subsequently, a
sentiment analysis model accurately categorizes these sentiments, showcasing its effectiveness in
capturing the diverse user expressions. Our classification analysis demonstrates the robustness of the
sentiment analysis model, with high accuracy, precision, recall, and FI-score metrics.
Comparatively, we introduce a proposed BERT model, harnessing advanced natural language
processing techniques, and observe its performance against traditional sentiment analysis and an
AutoEncoder Model. The results indicate that the BERT model matches the performance of traditional
sentiment analysis, outperforming the AutoEncoder Model. This underscores the effectiveness of
leveraging state-of-the-art language models in understanding and classifying user sentiments.

Keywords: Virtual Reality, Opinion Mining, Hotel Industry, BERT, Sentimental Analysis, Content
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Abstract

Problem Definition: One of the deadliest types of brain cancer is called glioblastoma multiforme
(GBM). It's really hard to survive this cancer, with only about 4% to 5% of people living for five years
after diagnosis. The cancer often comes back, with a recurrence rate of up to 90%. There's a treatment
called tumor-treating fields that has shown promise in clinical trials to help people live longer, but it
hasn't been very effective at treating recurring GBM. This study's goal is to find a technology called
Deep Learning (DNN) that can predict if GBM might come back in patients, both before and after they

have surgery to remove the tumor.

Technique: With the help of fast-growing computer methods, a thing called "radiomics" is used to

make sense of brain tumor pictures. This helps doctors find out where the tumor spreads, how likely it is
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to come back after surgery, and how long a patient might live. Before surgery, special brain scans called
Multi-Parametric Magnetic Resonance Imaging (MP-MRI) can spot where the tumor is and guess if it
will come back later.To make the pictures easier to work with, they use a process called Z-score
normalization and spatial resampling. They also created a model to solve the problem of having

unbalanced data in medical pictures.

Method: In their research, they used a type of MRI called CE-TIWI to figure out how well the
treatment is working and how long patients might live without the tumor coming back. We used a Deep
Neural Network to predict if the brain tumor would come back. This system was trained and checked to
find out which patients might have the tumor come back soon.They used a special computer program to
pick out the important parts from the brain pictures. This program is called the Inheritable Bi-Objective
Combinatorial Genetic Algorithm. When they used this method to guess how long patients would live
with the tumor coming back, it was really accurate. Theydid all of this work using the Python
programming language, and they compared it to other computer models like CNN Inception-V3, CNN
Alexnet, and VGG16.

Result: The proposed method outperforms existing methods by 3%, 4%, and 5% in terms of accuracy,
specificity, and sensitivity. This study then shows that in a retrospective patient population, predicted

patient survival and time to recurrence produce high sensitivity, specificity, and accuracy.

Keywords: Brain Glioblastoma; DNN; Z-score normalization; Recurrence rate ; Radiomics; PFS;

ORR;

1.INTRODUCTION

The World Health Organization estimates that 15 to 20% of all primary brain cancers are glioblastoma
multiforme (GBM), a Grade IV tumour. In the US, the 75-84 age group has the highest prevalence of
GBM, and it rises with age. The most aggressive astrocytic tumors are characterized histologically by
rapid mitotic activity, necrosis, microvascular development, and cellular polymorphism. Based on
improvements in multimodal therapeutic options and imaging technology, the prognosis for GBM
patients is dismal [1]. Patients who receive the best care have an average survival time of 12 to 18
months compared to those who do not receive any intervention after diagnosis. Long-term survival or
just a few instances of a curative outcome have since been recorded [2]. Scott conducted a thorough
retrospective analysis and determined that 2.2% of the cohort had been around for more than two years.

As a result, there is less than a 10% chance of surviving after five years with an almost 100% final
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mortality rate [3]. Glioblastoma consequently has a poor prognosis based on the significant chance of
tumor recurrence [4]. Following a median survival time of 32 to 36 weeks, it has been reported that

GBM recurrence is inevitable.

2.LITERATURE SURVEY

Wau et al. (2021) provide an overview of current therapies for glioblastoma (GBM) and discuss the
mechanisms of resistance in this aggressive brain cancer. They address the challenge of treatment

resistance in GBM, which is a significant issue in clinical management. [1]

Lietal. (2020) present anomogram model for predicting overall survival in GBM patients based on the
SEER database, offering a valuable tool for clinicians to guide clinical decisions. This research aims to

improve prognostic accuracy for GBM patients.[2]

Chato and Latifi (2021) employ machine learning and radiomic features to predict overall survival time
for GBM patients. Their work focuses on enhancing survival prediction accuracy using advanced

techniques.[3]

Shim et al. (2021) develop a radiomics-based neural network to predict recurrence patterns in GBM by
analyzing dynamic susceptibility contrast-enhanced MRI. This approach aims to aid in personalized

treatment planning for GBM patients.[4]

Zuo et al. (2019) develop a six-gene signature for survival prediction in glioblastoma using RNA
sequencing data. This study addresses the potential of genomic biomarkers for prognosis in
GBM.[4]Carvalho et al. (2020). This research aims to identify clinical indicators for treatment response
in GBM.[6]Lee et al. (2019). This study focuses on improving genetic mutation prediction in
GBM.[7]Kim et al. (2020) study intratumoral heterogeneity and gene expression changes in
glioblastoma to predict drug sensitivity. Their research has implications for personalized therapy in
GBM patients.[8]Hsieh et al. (2022).This research contributes to more accurate recurrence prediction
in meningiomas.[9]Lundemann et al. (2019) explore the feasibility of multi-parametric PET and MRI
for predicting tumor recurrence in glioblastoma patients. Their research aims to improve recurrence
prediction in GBM through advanced imaging techniques.[10]Shim et al. (2020) predict recurrence
patterns in glioblastoma using deep learning and DSC-MRI radiomics, emphasizing the importance of
advanced imaging analysis for treatment planning.[11]Acquitter et al. (2022) propose a radiomics-

based method to detect radionecrosis using harmonized multiparametric MRI, addressing the need for
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accurate diagnostic tools in radiation therapy.[12]

Mulford et al. (2022) predict glioblastoma cellular motility from in vivo MRI with a radiomics-based
regression model, enhancing our understanding of tumor behavior and its implications for
treatment.[13]

Eisenhut et al. (2021) changes, aiming to improve diagnostic accuracy in post-treatment
assessments.[14]

Park etal. (2021) differentiate recurrent glioblastoma from radiation necrosis using diffusion radiomics
and machine learning, contributing to better post-treatment evaluation in GBM patients.[15]

Ammari et al. (2021) develop a machine-learning-based radiomics MRI model to predict survival in
recurrent glioblastomas treated with bevacizumab, facilitating personalized treatment strategies.[16]
Wankhede et al.(2022)proposed dysnamic deep leaning approach for tumor predication. [17]

Wong et al. (2021) introduce a microfluidic cell migration assay to predict progression-free survival
and recurrence time in glioblastoma, offering a novel approach to patient stratification based on tumor
behavior.[18]

Lee et al. (2021) explore multiparametric magnetic resonance imaging features in a canine
glioblastoma model, contributing to our understanding of preclinical models for GBM research.[19]
Shim et al. (2021) develop a radiomics-based neural network for predicting recurrence patterns in
glioblastoma using dynamic susceptibility contrast-enhanced MRI, offering a promising tool for
personalized treatment planning.[20]

Lao et al. (2021) propose voxel-wise prediction of recurrent high-grade glioma, focusing on earlier
recurrence prediction and personalized radiation therapy planning.[22]

Detti et al. (2021) study the efficacy of bevacizumab in recurrent high-grade glioma, emphasizing the
impact of clinical factors on treatment outcomes.[22]

Disha Wankhede and Selvarani Rangasamy (2021) review deep learning approaches for brain tumor
glioma

analysis, highlighting the advancements in using deep learning for glioma diagnosis.[23]

Wankhede et al. (2022) present a survey on analyzing tongue images to predict affected organs,
highlighting the potential of medical image analysis in healthcare diagnostics.[24]

Wankhede and Shelke (2023) investigate the prediction of mutations and co-deletions in glioma brain
tumors, specifically focusing on Isocitrate Dehydrogenase (IDH1) mutations and 1p19q co-deletions,

contributing to brain tumor diagnosis and treatment planning.[25]
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Table 1. - Detailed Summary of literature Survey

Sr.N o Study Sample Data Source Neural Performance Recurrenc
o Size Network Metric e
Architectur Prediction

2 Ammari, S. et 80 Genomic Data RMNN C-index, Probability
al.(2021)[16] patients Precision-Recall Score

4 Lee, M.H et al. 120 Clinical Data 2D CNN Accuracy, ROC YesNo
(2019)[9] patients

6 Acquitter, C et al. 100 MRI and Radiomic  Capsule AUC, Sensitivity  Yes/No
(2022)[12] patients  Data Network

8 Wu, W. (2021)[1] 85 MRI and Clinical ~ Attention AUC,Fl Score  Yes/No

10 Mulford, K et al. 6l Clinical and Autoencoder ROC, Sensitivity  YesNo
(2022)[13] patients  Genomic Data and MLP

3.RESEARCH PROBLEM DEFINITION AND MOTIVATION

Less than 10% of glioblastoma patients survive for five years, which is a poor prognosis. Nearly all
patients had a recurrence after receiving routine surgical irradiation, temozolomide, and resection. The
biology of recurrent glioblastoma is quite little understood, however the majority of glioblastoma
research being done today is on primary tumours, which are newly discovered and untreated tumours.
Therefore, a number of variables might be blamed for this knowledge gap. Because only 20-30% of
recurrent glioblastomas are accessible, a large-scale systematic tissue banking is restricted for the

surgical therapy. Recurrent glioblastoma tissues are more necrotic tissue and have a lower viable cancer
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cell concentration than the original glioblastoma tissues.In recent study, immunotherapy has been
employed to boost the antitumor immune response in the treatment of glioblastoma. The central
nervous system (CNS) expresses major histocompatibility complex III antigens and T-cell
costimulatory cytokines on activation, suggesting that immune cells can function, multiply, and enter.
Resident macrophages also produce T-cell costimulatory cytokines on activation. Antibodies that target
immunological checkpoints have not been found to be very effective in patients with recurrent GBM.
These findings, along with those from murine glioma models showing that checkpoint inhibitors
increase survival, suggest that immune checkpoint blockage may be an effective treatment for
glioblastoma. Preclinical studies have demonstrated that moderate hypofractionated radiation is
effective in conjunction with immunotherapy to enhance the immune response to cancer
cells.Researchers are interested in investigating the effectiveness of bevacizumab and nivolumab in

GBM recurrence patients using DL and quality improvement.

4.SUGGESTED APPROACH

The overall survival is limited for those who have gbm with grade IV tumour. The recovery ratio and
PFS prognosis of recurrent gbm tumours are of great interest to physicians for the purpose of precise
therapy planning. A brain MRI study makes use of a variety of imaging data acquired from several MR
images to predict the diagnosis of an ailment. Consequently, information that is useful for
individualized therapy is offered. If tumour shrinkage increases either patient well-being or survival, it
may be a secondary goal that is relevant. The delay in tumour progression is measured using PFS and
ORR. Since then, additional tumours have been repeatedly shown to exhibit these associations, and

glioma has historically shown little consistency.

Figure 1- Proposed Work Block Diagram
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The overall outline of the suggested technique is shown in Figure 1. In this study, we preprocessed
images, normalized Z-scores, and resampled them; we then used generalized adversarial networks to
segment tumors; we extracted texture features (FE) with wavelet-based band-pass filters; and we
integrated the results into our regression style and step 4 is rediomic feature extraction to forecast
recurrent glioblastoma. This study sought to evaluate the effectiveness of the pre- and postoperative
recurrence risk among glioblastoma patients receiving a combination of bevacizumab and nivolumab.
Based on the pretherapy imaging date, 84 patients made up the training cohort and 42 patients made up
the testing cohort. Tumour volumes of interest were delineated from T1-weighted images that had
undergone contrast enhancement. The radiomic feature-based MRI signatures were derived from
multiparametric MRI data of patients with gliomas to ascertain their connections with response OS and
PFS. Based on multi-scale textural features, the recurrence rate for GBM patients is predicted using the
random forest method. The characteristics from MRIs were extracted using CE-T1W-MRI imaging

data. Each stage is described in detail in the following subsections.

4.1 Patient Population

As such no explicit informed consent was necessary for this retrospective investigation, which was
authorised by the regional Institutional Review Board. So, a total of 126 patients were gathered for this
investigation. Prior to receiving any type of treatment or undergoing surgery, multiparametric MRI
exams were carried out on all patients with newly diagnosed gliomas, with the exception of Grade |
gliomas. This model's receiver operating characteristic (ROC) curve was determined using a cross-
validation method of 10 folds, and a prediction model was created using an Deep Neural Network
technique(CNN VGG-16 Model). Bevacizumab and Nivolumab were used to assess the effectiveness

ofthe DL technique. Finally, the clinical characteristics of 126 individuals were recorded.

4.2 Multi-Parametric MRI Dataset

Multiparametric MRI-based radiomic analysis can be used in precision medicine for guidance on
imaging prognosis, diagnosis, and decision-making. The MP-MRI acquisition protocol includes DWI,
PWI, and cMRI for all patients.

4.3.Image Pre-Processing

After image acquisition, preprocessing is often necessary to minimize motion artifacts and biases due to

inhomogeneous magnetic fields in MRI as well as body motions like breathing and head movements. In
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addition, it features skull stripping , bias field correction, intensity normalization, reduce resolution

fluctuation, and image co-registration.

4.4 Resampling Image Pixel

Currently, radiomic features are poorly understood as a function of pixel size and slice thickness, For
which interpolation or pixel size resampling is required as part of the pre-processing. Then, in order to
assess feature robustness, ICC (Intraclass correlation coefficient) was used for interpolation and pixel
size resampling. The ICC is given by the following formula:

Interclass correlation coefficient

1cc — MS, — M5, (N

MS, +(k—1)MS, +,_‘r:(=w:~.;E - MS,)
Where n stands for the number of patients, MSRsignifies the mean square for feature values, k stands
for the number of repeated acquisitions, MSCstands for repeated measures, and sMSEstands for mean
square error. Using the ICC approach, the accuracy and consistency of numerical measurements in
groups are evaluated. It also offers the feature of allowing comparisons between more than two groups

of variables.
4.5 Z-Score Normalization

After removing the mean intensity of the area or a complete image of interest, the Z-Score method
entails dividing each voxel value by the matching standard deviation. Z-score normalisation uses the
brain mask for picture p to calculate the mean and standard deviation of the strengths inside the brain

mask. In the next step, the image is normalized by Z-score

fz_xm(ﬂ=!{'ﬂi (2)

I:'}-:l
Spatial pre-processing is required before training in order to ensure that voxels across images have
relationships and similar spatial arrangement, and it is important because CNNs often do not take into
account metadata connected with medical images. In medical imaging, resampling is a popular spatial

pre-processing technique (for example, make the voxel spacing isotropic for all training samples).
4.6. Radiomic Feature Extraction

The radiomics signature is developed by adding more elements from derived and original images. More

Wavelet transform-based features have higher significant coefficients in terms of survival, which had
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an impact on the radiomics signature model. In prior studies, MRI texture was analyzed at multiple
scales, suggesting that FE can reliably and rapidly predict survival time (PFS and OS) at a much higher

level of accuracy and speed than human visual detection is capable (10, 19, 20).

4.7 Recurrence Risk Prediction

As glioblastoma survival rates rise and patient mortality decreases, it is crucial to predict the likelihood

of a cancer recurrence. The objective of this research is to predict the likelihood of a return of brain
cancer over a five-year or longer period of time, depending on the outcome. This problem is estimated
by comparing the performance of the DNN and RF methods. Thus, RF is an effective method used in

classification tasks for determining the relevance of features and balancing data.

4.8 Inheritable Bi-objective Combinatorial Genetic Algorithm

I

nput: Expression profiles

Output: Key setreduced to its simplest form

1. Begin

t1-0

2. Using binary genes pl[Jand n— pOJwith nand where start p = p, generate the initial population
randomly..

3. Assume that the fitness function is the prediction accuracy after 10-k fold cross validation..
4. While (! Stop condition) do

5. Using tournament selection, select individuals that are the best fit for mating.

6. Select two parents and perform orthogonal cross-overs on them..

7. Randomly select individuals to undergo mutations

8. Evaluate the individuals.

9. Replacing the population with the lowest performance with a new one.

10. Assuming end p[] p, transform one of the gene bits from 1 to 0.

I1.t-t+1

12. End While.

5. EXPERIMENTATION AND RESULT DISCUSSION
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Table 2. displays the findings of the suggested model, which successfully classifies tumours using a
Deep Neural Network and Random Forest. For the precise detection and classification of brain
tumours, an intelligent healthcare system based on RF-DNN is being developed. There were three
different types of tumours and one no tumor among the four categories that made up the publicly

available Kaggle dataset. An illustration of a sample brain tumour can be found in Figure 2.

Table 2. Analysis of the Results

Method Accuracy  Sensitivity  Specificity  Time (sec) Parameter Layer
(%a) %) %)

CNN- 94 94 81.09 2034 24 milhon 43
Inception-V3

CNN-AlexNet 82 20 96 13.97 60 million 13

VGGG 25 95 96 45.1 138 million 16

Proposed 95.11 96 o8 0.45 7 million 20
RNN-GAN
Model

S50

 Lule]

150

208

Figure 2- Experimental Images for MRI Brain Tumor

Figure 2- Experimental Images for MRI Brain Tumor

The suggested model employed data from 126 patients with 253 MRI scans of brain tumours for the
glioma, meningioma, and pituitary classes, respectively. The suggested model contains several training
and validation phases. In training, 80% of the input images are selected from each class; in validation,
20% of the images are used. Accuracy (ACC) and miss rate (MR) are used to measure how effective the

modelis.
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Table 3. Simulation System Setup

as Windows 11 Pro
Memory Volume 8GB DDR3
CPU Intel 17- CPU (@ 1.60GHz

Simulation Time

919 seconds

Table 3 depicts the simulation system configuration for the proposed work. Following that, the

suggested methodology is assessed and tested. The suggested work runs on Windows 11 pro with 8GB

DDR3 memory. It also makes use of an Intel 17- CPU @ 1.60GHz processor and takes 9.190 seconds to

simulate.
100 .09 80 100 | 8109

80 20
60 &0
- i
20 %8

: 0

TN RO AES (L LE W L] WG e 0 S MDD O b Y R aaoh el el WS
W Sensitivity (%) Specificity (%) m Specificity (%)

Figure 3- Graph represents of Sensitivity Vs

Figure 4- Graph represents of specificity score of

Specificity Graph Proposed model with other deep learning models
94 95 96 a4 95 95.11
100 a0 100 g2
90 90
20 B0
0 0
] [=1]
50 50
a0 40
30 30
20 20
lu AN e VL L T L H Y sl Moale lu N (i e NN AN VA 1w e ol Bk sl
m Sensitivity (%) m Accuracy (%)

Figure 5- Graph represents of Sensitivity score of
Proposed model with other deep learning models

Figure 6- Graph represents of accuracy score of
Proposed model with other deep learning models
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6. CONCLUSION

Glioblastoma is a very dangerous type of brain tumor, even though we have some treatments that work.
The problem is that it often comes back, which makes it especially deadly. When it comes back in
different parts of the brain, it's harder to treat because the tumor cells change. Doctors use a special kind
of brain scan called perfusion-weighted MRI to see how blood flows in the tumor. This helps them
predict what might happen. But not many studies have looked at predicting if the tumor will come back
or not, especially for different patterns of coming back. In our research, we want to use a smart
computer program called a Deep Neural Network to predict if glioblastoma will come back. First, we
clean up the brain scan images to make sure they are good and not messed up. Then, we use our
computer program to find the tumor and make sure it's accurate. We also use a special technique to look
at the details in the images. This helps us predict how patients will do if they get a certain kind of
treatment. We have other computer methods like Random Forest and DNN to help us predict if the
tumor will come back. We even have a special program to make our predictions better. All of these

methods are tested and checked using a computer language called Python..

The study's main focus is on predicting if the brain tumor will come back, how long a patient might live,
and some other measurements like accuracy, specificity, and sensitivity. They compared their new
method with two existing prediction methods called CNN Inception-V3, CNN Alexnet, and VGG16
new method is better than the existing ones. It's 3% more accurate, about 4% more specific, and nearly

5% more sensitive.
So, using their new method, they can predict the risk of the brain tumor coming back more accurately.

However, they also think there's more research needed to understand how the immune system works in

the brain when there's a tumor.
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ABSTRACT
(The emergence of Industry 4.0 signifies a paradigm shift in industrial systems, characterized by the\

amalgamation of digital technologies with tangible operations. The goal of this study is to present a
state-of-the-art, scalable, and robust Internet of Things (loT) framework that will enable future
innovations in intelligent and adaptable industrial systems to be seamlessly integrated. Our
framework gives scalability first priority in response to Industry 4.0's dynamic nature, which is
marked by fast technical evolution and rising connection in order to handle the expanding ecosystem
of networked devices. The suggested structure places a strong emphasis on resilience and is designed
to resist setbacks and guarantee the continuation of vital industrial processes. Our framework
improves industrial systems' intelligence by utilizing edge computing, machine learning techniques,
and improved communication protocols. This allows the systems to self-adapt to changing situations.
Moreover, it adopts a modular architecture that facilitates interoperability and makes it simple to
integrate various devices and technologies. Our loT framework creates a solid, flexible, and future-
proofindustrial environment with this all-encompassing strategy, enabling businesses to confidently
and effectively traverse Industry 4.0's frontiers.

General Terms: Next Generation, Industrial System, Smart Industry, Scalable, Edge Computing

Keywords: Industry 4.0, Scalable loT Framework, Resilient Industrial Systems, Adaptive Technology,

Smart Manufacturin
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Introduction

The advent of Industry 4.0 is a bright spot of innovation in the dynamic field of industrial systems, as it
turns conventional manufacturing into intelligent, networked ecosystems. This paper outlines a novel
introduction to a forward-looking Internet of Things (IoT) framework that is carefully designed to
integrate robustness and scalability, acting as the cornerstone for putting future developments in

intelligent and adaptable industrial systems into practice [1].

The term "industry 4.0," which refers to the fourth industrial revolution, describes a paradigm change in
which digital and cyber-physical systems come together to enable automation and intelligent decision-
making. The [oT is fundamental to this change, which is center on the smooth integration of cutting-

edge technologies [2]. The suggested framework is purposefully created to be in line with the tenets of
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of Industry 4.0, guaranteeing that industrial systems are not only networked but also flexible enough to adjust to
the ever-changing needs of the contemporary manufacturing environment. One essential component of the
proposed loT platform is scalability.

As [3] the number of linked devices increases from sophisticated industrial machines to sensors and actuators the
framework is designed to easily handle this growing network.

Another key component of the suggested structure is resilience, which deals with the difficulties that come with
Industry 4.0's interconnectedness [4]. Critical industrial activities are protected by a robust architecture that
withstands foreseeable disruptions, including unanticipated system breakdowns and cyber threats. Replicated
systems, real-time monitoring, and quick reaction mechanisms are used to provide this resilience, which protects
against outages and guarantees the dependability of the entire industrial network. The architecture of the
framework makes use of cutting-edge communication protocols, like MQTT or CoAP, to enable smooth data
transfer between devices. The [5] framework's intelligence is further enhanced by machine learning algorithms,
which allow for autonomous decision-making and predictive analytics. This combination of technologies
enables industrial systems to anticipate possible future situations and proactively adapt to them, rather than just
responding to the state of affairs as it exists now.

Adopting a modular design is a calculated decision that will promote interoperability inside the Internet of
Things. The ability to integrate many devices and technologies, irrespective of their origin or requirements, is
made possible by their modularity. It [6] is possible for dissimilar components to work together harmoniously
thanks to standardized interfaces and communication protocols, which enable plug-and-play device integration.
The suggested Internet of Things framework is a critical step towards achieving Industry 4.0's full potential.
Industrial systems are well-positioned to effectively negotiate the boundaries of technological evolution thanks
to their scalability, durability, and adaptability. The framework ensures robustness in the face of obstacles, fosters
interoperability, and easily integrates new breakthroughs, laying the groundwork for future intelligent and
adaptable industrial systems.

The research paper is organized as follows: Section II reviews relevant literature and points out any gaps. In
Section III, the conceptual framework is presented and its essential elements clarified. The methodology,
including the research design and data analysis, is described in Section IV. Results and comments that link
empirical data with the conceptual framework are presented in Section V. The paper's contribution to knowledge
and practical applications is confirmed by a succinct review of the main findings, their consequences, and
potential directions for future research in Section VI. Readers are expertly guided by this well-organized
structure from the literature review to conceptual development, technique, and a cogent conclusion.

II. LITERATURE REVIEW

Industry 4.0 represents a paradigm shift in the industrial sector, therefore understanding the benefits and
difficulties of this transformative era will require a careful review of the material that has already been published.
The first section of the literature review explores the fundamental ideas of Industry 4.0, with a focus on the
Internet of Things (IoT), sophisticated data analytics, and the integration of cyber-physical systems. Academics
like [7], [8] have played a crucial role in establishing the fundamental ideas of Industry 4.0, emphasizing the
merging of digital and physical processes. The studies of [9], [10] shed light on the function of networked devices
in industrial environments within the framework of IoT. These studies highlight how important the Internet of
Things is to improving communication, data collection, and decision-making. Industry 4.0 depends heavily on
connection, so having a scalable foundation is essential. The study [11], which highlights the requirement for
adaptable architectures able to handle the constantly expanding network of devices and systems, resonates with
the scalability issue.

The literature highlights resilience as a crucial subject, mirroring the difficulties presented by Industry 4.0's
interconnectedness. Notable works [12], [13] highlight the significance of developing resilient systems that can
resist shocks, such as cyberattacks or system outages. The importance of taking preventative action to guarantee
the continuation of vital industrial processes is highlighted by this research. The literature review delves into the
domain of intelligent and flexible industrial systems, examining the works [14]. The notion of adaptability is
intimately linked to the agility demanded by Industry 4.0, enabling industrial systems to react in real time to
changing circumstances.
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The literature review offers a thorough comprehension of Industry 4.0, Internet of Things, scalability,
resilience, and the necessity of intelligent and flexible industrial systems. The study paper's subsequent

sections will expandon this fundamental understanding to provide a scalable and durable framework

for the upcoming generation of industrial systems.

Table 1. Summary of Related Work In Industry 4.0

Algorith | Domai | Limitation Scope
m n Area
Resihienc | Cyber- | Limited focus | Developing proactive
e Physica | on addressing | measures against
Strategie | | emerging evolving cyber
3 System | cyber threats threats and
5 and mtegrating adaptive
vulnerabilities. | resihence strategies
m cyber-physical
systems.
Edge Data Challenges m | Investigating edge
Compufti | Process | mamtaming computing solutions
ng ng edge resilient to
computing challenging
infrastructure | environmental
In remote or conditions for
harsh widespread industnal
environments. | implementation.
Interoper | loT Lack of Advocating for the
ability Integrat | universally development of
101 accepted standardized
standards for communication
loT protocols and
interoperabiit | fostering
y. collaboration towards
universally accepted
IoT interoperability
standards.
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Adaptive | Industn | Challenges m | Tailonng adaptive

Systems | al implementing | system frameworks to
System | adaptive spectfic industral
3 systems across | domains and
diverse explorng domain-
industnal spectfic adaptations
domains with | for enhanced
unique eftectiveness.
requirements.
Secunty | Cybers | Inherent Researching
Protocols | ecunty | vulnerabihities | advanced encryption
in traditional techniques and
encryption explornng innovative
methods cybersecurnty
against measures to counter
advanced evolving cyber

cyber attacks. | threats.

III. NEXT GENERATION IOT FRAMEWORK

By 2025, it is predicted that the exponential growth of Internet of Things (IoT) devices will reach unprecedented
heights, with every gadget being connected. 500 billion [oT-connected devices, according to Cisco's projections,
will exist by 2030. Remarkably, Telefonica projects that by the same year, 90% of cars will be connected, and
each person would have an average of 15 devices. In spite of these predictions, a 2015 analysis predicted that by
2020, there would be over 250 million linked cars on the road worldwide a 67% increase. The industrial potential
of loT is enormous, opening up new models and strategies for various industries. Interdisciplinary research areas
include engineering, science, and humanities, and are explored by researchers and professionals.

Sensor
a Camera [Dhata

Smart Diala Sensing

8

Figure 1: Representation of Next Generation IoT

Journal of Electrical Systems (Volume - 21, Issue - 1, January - April 2025) Page No - 20



Industry 4.0, which is part of the industrial Internet of things, combines cyber-physical technology to improve
performance and efficiency in smart industries. Low-cost sensing technologies are essential for reliable data
gathering, and studies examine the differences between traditional and intelligent industrial systems.
Computational methods, such as loT-based technologies, show excellent precision and automation in data
analysis of lung diseases in healthcare [oT. It is suggested that fog computing improves dependability and lowers
latency in tale-medical healthcare systems. The use of 5G technologies is examined, and an inventive [-RFID tag
for effective and economic data transfer is presented. Within 5G technologies, security concerns in vehicle IoT
are addressed by trust-enhanced on-demand routing techniques.

Fault-tolerant routers are a feature of network-on-a-chip technologies, which provide dependability even in the
face of persistent defects. Smart healthcare, smart cities, smart agriculture, data analytics, industrial 10T,
multimedia, and spectrum sharing strategies are among the next wave of loT-based smart applications.
Challenges specific to each domain include energy efficiency, scalability, and privacy issues.

IVVMETHODOLOGY

An extensive investigation of current industrial systems and their unique needs is part of the first step. This
entails a detailed analysis of how industrial processes are currently operating in order to pinpoint problems,
inefficiencies, and places where loT integration might have a significant positive impact. The insights of domain
experts and stakeholder interactions are essential to comprehending the complex requirements of the industrial
ecosystem. Process step given as:

Step 1: Conceptual Framework:
* Design a scalable [oT framework with adaptive features.

Step 2: Algorithm Integration:

Select and customize machine learning algorithms.

Sensor [ntegration:
* Incorporate sensors and loT devices for data collection.
a. Support Vector Machine:

1. Gathering of Data:
e Gather pertinent data from industrial system loT and IloT devices.
2. Engineering Features:
e Determine and take meaningful aspects out of the gathered information.
3. Preparing data:
e To guarantee correctness and consistency, deal with missing values, outliers, and normalize the data.
4. Train-Test Division:
¢ Divide the dataset into sets for testing and training. The SVM model is trained on the training set, and its
performance is assessed on the testing set.
f(x) =sign(w-x+ b)

5. Selecting an SVM Model:
* Depending on the type of data, select the suitable Support Vector Machine model.
6. Assessment of the Model:
e  Utilizing performance indicators like accuracy, precision, recall, F1 score, and AUC, assess the trained
model on the testing set.
b.Random Forest:

The Random Forest algorithm is an ensemble learning technique that generates several decision trees during
training and produces the mean prediction for regression or the mode of the classes for classification. In a
Random Forest with B trees, the prediction *y for a new input vector x can be expressed mathematically as
follows:
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Algorithm

a.Decision Trees:
— A decision tree Th is constructed
for each b in the range from 1 to B.
— Each tree is built by recursively
partitioning the input space based on feature values.
b. Ensemble Prediction:
— for a new input vector x,
the prediction of each tree Th is obtained,
denoted as “y_b.
*y b = Th(x)
c. Final Prediction (Classification):
— for classification tasks,
the final prediction’is the mode of
the individual tree predictions.
Ay = mode(*y_1,"y 2,...,*y_B)
d. Final Prediction (Regression):
— for regression tasks, the final predictiony

is the mean of the individual tree predictions.

"y = (1/B) + X("y_b)

The diversity of the individual trees, which are trained on arbitrary portions of the data and features, is the
algorithm's strongest point. The generalization of the model is enhanced and overfitting is lessened because to
this randomness.
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Step 3: Edge Computing:

e Implement edge computing for real-time data processing.
a. Linear Regression:

Linear Regression in Edge Computing Algorithm:

a. Data Collection:

e  Collect input-output data pairs from edge devices.
e Represent input data as X and output data as Y.

b. Data Preprocessing:

e Normalize or standardize input data to ensure consistent scaling.
¢ Handle missing or outlier values appropriately.

e. Model Initialization:

e Initialize model parameters, including weights (0) and bias (b).
he(X) = 6*T - X + b
d. Cost Function:

e  Define the cost function to measure the model's performance.

1 z
J(6.b) =5~ (he(x@) - Y())
e. Gradient Descent:

e Update model parameters iteratively to minimize the cost function.
1 P
9j = 6j — a (E)z(hs(m)) - YD) Xi()

T cr(%) % (he(x®) - Y(©))
Where,
e  qis the learning rate.
[ Training:
e  Train the model on the edge device using local data.

g. Edge Prediction:

e  Make predictions on new data at the edge using the trained model.
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he(X)=8"-X + b
Where:

¢ hB(X) is the predicted output.
¢ B is the vector of weights.

e X is the input data.

e b s the bias term.

The model is trained to minimize the cost function J{8, b) through the iterative process of gradient descent.
Step 4: Testing and Optimization:

Test algorithms in controlled scenarios and optimize.
a. Gradient Boosting for algorithm

Algorithm: Gradient Boosting for optimization

Input: Data pairs (X,Y) from edge devices
1.Initialize:
= f(X) = mean(Y) # Initial prediction
— Choose a suitable loss function
2.For each iteration (t = 1toT):

a.Compute Negative Gradient:

dloss
Nefgradient = — m

b. Fit Weak Learner:

hyyy = argmingZ; (ﬂﬂﬂgmdiem = h(X:})z
c.Update Model:
fF(X) = f(X) + learning_rate » h_t(X)
3.Final Model:
= f(X) is the ensemble of weak learners
4. Edge Prediction:
— Make predictions on new data at the edge using f(X)

f(X) = ¥(learning_rate + h_t(X)) fort = 1toT

Step 5: Continuous Monitoring:
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* Monitor performance and gather feedback.
V.RESULTAND DISCUSSION

Table Il provides a thorough overview of relevant research in the context of Industry 4.0, emphasizing important
performance indicators including throughput, latency, resource usage, and accuracy of attack detection. The
baseline scenario reports 50 ms latency, 1000 requests per second throughput, 80% resource utilization, and a
remarkable 95% attack detection accuracy. Throughput dramatically increases to 1200 requests per second after
optimization efforts, but at the cost of reduced resource utilization of 65%. Latency drops to 30 ms. Most notably,
attack detection accuracy increases significantly to 98%.

Table 2: Summary of related work in indusiry 4.0

Resource Attack
] Latency | Throughput BT Detection
Scenario Utilization
(ms) (reg/sec) %) Accuracy
i (%)
Baseline 50 100 ] 05
o 30 1200 65 98
Optimization
il 100 800 90 92
Simulation |
Attack
| 120 750 95 91
Simulation 2

The table-II illustrates the resilience of the system under simulated assault scenarios. Attack Simulation 1 sees an
increase in latency to 100 ms, a fall in throughput to 800 requests per second, a rise in resource utilization to 90%,
and a stable 92% attack detection accuracy maintained by the system, as shown in fig. 2. In Attack Simulation 2,
the system maintains an impressive 91% attack detection accuracy with latency of 120 ms, throughput of 750

req/sec, and resource utilization peaking at 95%.
Table 3: Summary of machine learning model comparison

F1
Type Algorithm | Accuracy | Precision | Recall AUC
Score
Rand
o | m23s 9124 | 9365 | 92.54 | 95.45
Forest
Integration
with 10T Support
Vector 88.36 87.45 89.45 | BE.89 | 92.14
(SVM)
e S 78.41 7534 | 82.14 | 78.8 | 85.63
Computing | Regression
Gradient
Optimization | - " 94.56 93.66 | 95.57 | 94.19 | 97.86
Boosting
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In Table III, different machine learning models—Random Forest, Support Vector Machine (SVM), Linear
Regression, and Gradient Boosting are compared in depth with regard to how well they integrate with the

Industrial Internet of Things (IloT).

Key performance, as represent in fig.3 and fig. 4 indicators like accuracy, precision, recall, F1 score, and area
under the curve (AUC) are used to evaluate each method. With an accuracy of 92.33%, Random Forest performs
admirably in the IIoT integration space. It does exceptionally well in AUC (95.45), F1 score (92.54%), recall
(93.65%), and precision (91.24%). In the meantime, Support Vector Machine (SVM) maintains a balanced
performance across precision (87.45%), recall (89.45%), F1 score (88.89%), and AUC (92.14) despite achieving

alittle lower accuracy of 88.36%.
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Figure 2: Performance and Security Metries for IoT Framework
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Figure 3: Representation of Accuracy of model with Integration in Next generation industry 4.0

Putting Edge Computing in perspective, Linear Regression shows 78.41% accuracy, 75.34% precision, 82.14%
recall, 78.8% F1 score, and 85.63% AUC. Although the performance of more complex models may not be
equaled by Linear Regression, its interpretability and simplicity may be useful in some situations.
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Figure 4: Machine Learning Model Comparison Performance

Journal of Electrical Systems (Volume - 21, Issue - 1, January - April 2025)

Page No -26



Gradient Boosting shows up as a reliable option for optimization, with an astounding accuracy of 94.56%. It
performs admirably in terms of AUC (97.86), F1 score (94.19%), recall (95.57%), and precision (93.66%).
Gradient Boosting is especially well-suited for circumstances requiring high predicted accuracy because of its
capacity to iteratively enhance model performance. The particular needs of the Industrial Internet of Things
(IIoT) application determine the machine learning model to use as shown in fig. 5. While each has advantages of
its own, Random Forest and Gradient Boosting demonstrate higher overall performance. While Gradient
Boosting thrivesat iterative refinement, Random Forest offers a robust ensemble-based solution. SVM, or
Support Vector Machine, performs well but with a little bit less accuracy.

sigarithm

uracy

Figure 5: Performance matrix representation for Integration using Machine learning algorithms

Evenifitisless complex, linear regression is still a good choice, particularly where interpretability is important.
Choosing the best machine learning model to meet the specific requirements of IloT integration, Edge
Computing, or optimization scenarios in Industry 4.0 environments is made easier with the help of this
comparison analysis.

VI. CONCLUSION

In the context of Industry 4.0, the suggested scalable and robust next-generation IoT framework is a ground
breaking method for developing intelligent and adaptable industrial systems. A comprehensive solution that
addresses various operational aspects is guaranteed by the integration of machine learning algorithms, including
decision trees, random forests, support vector machines, and clustering approaches. The framework's step-by-
step process includes robust security implementation, sensor optimization, edge computing augmentation,
conceptual framework design, and algorithm selection based on needs analysis. Reward-based implementation
in the real world attests to its flexibility. The effectiveness and resilience of the framework are demonstrated by
the performance metrics, which include latency, throughput, resource utilization, and accuracy of attack
detection. Furthermore, comparing machine learning models under various parameters such as accuracy,
precision, recall, F1 score, and AUC offers insightful information about how well they work in scenarios
including edge computing, optimization, and integration. In this section its internal content should be in 8-point
Times New Roman and arrangement to assign preference by descending order of year i.e. Current year paper will
take first preferences than used previous year published paper references.
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ABSTRACT

Automatic text summarization (ATS) has emerged as a crucial research domain in the discipline of\
natural language processing (NLP) and information retrieval. The exponential growth of digital
content has necessitated the need for efficient techniques that can automatically generate concise and
informative summaries from lengthy documents. This article provided a comprehensive recap of
automatic text summarization, covering both abstractive and extractive methods. Using extractive

techniques, prime phrases or keywords from the original text are identified and chosen, while
abstractive methods involve producing summaries by paraphrasing and synthesizing content in a
more human-like manner. Discussed the advantages and limitations of each approach, including the
challenge of ATS, which arises when summarizing content from external sources. Furthermore,
reviews common evaluation metrics used for assessing the quality of summaries and discusses recent
advancements in neural network-based approaches for text summarization. This survey aims to
provide an overview of automatic text summarization which acts as a useful resource for researchers
and practitioners in the fields of information retrieval and NLP.

Keywords: Abstractive method, Extractive techniques, hybrid method, Automatic text summarization,

Evaluation metrics, Natural Language Processing. )

-
INTRODUCTION

Websites and other digital resources are enormous providers of textual data. The different collections of
news items, novels, books, documents, etc. also provide a richness of textual material. The structured
observations day after day, the Web, and other resources are expanding tremendously. When a user
searches for some information, the obtained texts contain a lot of redundant or insignificant text.
Compacting as well as summarizing the text materials becomescrucial and necessary as a result.
Summarizing manually is a complicated process that takes a considerable amount of effort and time.
Realistically speaking, it is exceedingly challenging for people to physically summarize such an
enormous volume of literary texts (Yao, Kaichun, et al. 2018). Text summarization aims to draw out
underlying meaning from lengthy texts. The action of automatically building a brief synopsis of a
document that gives the user meaningful data is referred to as summarization (Sun et al.2018). In the
current information age, a large number of scientific articles are published in various disciplines of
research. People prefer to read article summaries rather than the complete item in today's hectic world,
which keeps them up to date on recent occurrences. The hardest challenge in NLP remains ATS, despite

the development of various techniques. Text summarization aims to draw out underlying meaning from
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lengthy texts. Long texts or other sources are distilled of essential information to save readers time, money, and
effort.

1.1. Extractive text summarization:

This techniques take the text as input, rate or score each sentence according to how relevant it is to the text, and
then present you with the most crucial passages. The most crucial text from the existing text is simply
highlighted, rather than new words and phrases being added. There are numerous techniques for extracting text
summaries, including statistical, topical, discourse-based, graph-based, structural, semantic, deep learning-
based, machine learning-based, and optimization-based techniques. The technique of choosing and combining
significant text or phrases from a given textual source is named as extractive text summarization. It refers to
underlining crucial passages in a manuscript. Using extractive text summarization, key passages and phrases
from the original textual are removed.

1.2.Abstractive Text Summarization: Abstractive text summarizing is the creation of a summary of a textthat
goes beyond only extracting and rearrange existing phrases. Instead, it entails comprehending the text's meaning,
interpreting its meaning, and coming up with fresh, succinct sentences that sum up its important points.
Abstractive summary involves the synthesis of fresh sentences that might not be present in the original text, in
contrast to extractive summarization, which chooses and reuses sentences from the source text. This method
focuses on natural language production and understanding algorithms, frequently using transformer-based
designs like GPT (Generative Pre-trained Transformer) or deep learning models like recurrent neural networks
(RNNs).The summary of an abstractive.

1.3. Hybrid text summarization:

In order to produce summaries, a method known as hybrid text summarizing combines aspects of extractive and
abstractive summary approaches. In hybrid summarizing, similar to extractive summarization, the system may
use extractive methods to recognize and highlight significant sentences or phrases from the source material. But
italso uses abstractive strategies to reword and come up with new sentences that perfectly summarize the original
text.

1.4 ATS Classification

ATS is a NLP activity that requires reducing a lengthier text's content to a shorter one while preserving key details
and ideas. Text summary is divided into multiple categories depending on various criteria, as shown in figure 3.

Classification of ATS

Supervised 1ex1 Bt lingual
Summarization hased b ( summariration
,l Sy u::,::um 5 | based on Summary |~
Language |
Unsupervised Text x’/l Algorithm i ren \‘ Multilingual

Summarization Summarization

Single Document
Summariration "\-\xl
_— based on Input Size = Extractive
Multi-document (7 SuUMmMAarizanon

Summarization

Ohstpust Summary Abstractive
Indicative Summarization
SUMMATNZALON [ i
. | based on Summary T
Content i
Informative Summariration

Summanzaton

Figure 3: ATS classification
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The ATS is classified on the basis of summarization algorithm, Input size,summary contents, summary
lamguage, nature of output summary. ATS is principal NLP activity that tries to provide short and logical
summaries of long texts or text passages. Text summarising has become increasingly relevant for a diversity of
applications, consisting of news summary, summarization of documents, and summarization of social media, as
digital information has grown exponentially. With the development of numerous methodologies and approaches
in most recent years, there has been substantial progress in the field of ATS. This paper present a detailed review
of the developments, challenges, and methodologies of ATS, focusing on the key approaches, assessment
measures, and applications.

Syntactical and semantical summarization are two crucial aspects of natural language processing that stand out
as essentials for realising the full potential of textual data. Syntactical summary is the lighthouse that guides us
through the complex web of language, revealing the subtle structural and grammatical details that constitute a
text's core meaning. In addition, symantical summarization explores the semantic foundation, revealing the
connections and underlying meaning of words, sentences, and concepts.

These two foundational elements combine together to create an essential distillation framework that helps us
reduce language's complexity to incisive and succinct summaries. Exploring the domains of syntax and
semantics not only offers a more sophisticated understanding of language but also provides access to powerful
artificial intelligence and information retrieval applications.

II. KEYAPPROACHES OFAUTOMATIC TEXT SUMMARIZATION:

To automatically produce succinct and relevant summaries of text documents or sentences, two major
approaches in NLP are syntactic and semantic text summarizing.

A] Syntactic summarization: Syntax: What Is [t? Syntax is the term for the grammar principles that govern
sentence construction, or how words are arranged to form sentences. Syntactic summarization, as the name
suggests, relies on the syntactic features of the language, such as sentence structure, grammar, and word order, to
extract relevant information from text. It aims to retain the original grammar and sentence construction in the
summary while extracting key information based on syntactic patterns and relevance to the topic. Syntactic
summarization techniques are often extractive in nature, where sentences or phrases are selected based on
syntactic rules or patterns to construct the summary (Mihalcea et al.2004).

B] Semantic summarization: Semantics: What Is [t? The meaning of a statement is referred to as semantics.
Without appropriate semantics and a deliberate, grammatically sound word order a sentence's meaning would be
quite different. Lexical semantics, which is the study of word meanings and relationships, is one of the categories
into which linguists divide semantics. Contrarily, conceptual semantics examines how speakers of a language
understand and pick up semantic concepts. Semantic summarization delves deeper into the meaning or
semantics of the text. Semantic summarization techniques may involve paraphrasing, rephrasing, or
restructuring sentences to effectively capture the meaning of the text. Abstractive summarization, a type of
semantic summarization, goes beyond extraction and generates summaries that may not necessarily retain the
original sentence structure or grammar, but aim to convey the overall meaning of the text in a more human-like
manner(See et al.2017). table 1 gives difference between Syntactic Summarization and Semantic
Summarization.
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Tahle 1: Comparison of Syntactic and Semantic Summarization.

Approach Syntactic Summarization Semantic Summarization
Meaning, context, and
Sentence structure, grammar, and G _
Focus relationships between words or
word order.
concepts.
. . Extractive or Abstractive:
Extractive: Selecting sentences or TR I SRR
Technique phrases based on syntactic patterns R £
g ; restructuring sentences to capture
and relevance to the topic. g 3
the meaning of the text.
May not retain original sentence
Output Retains original sentence structure | structure or grammar, aims to
and grammar. convey overall meaning in a more
abstract and conceptual manner.
Goal Extraction of key information Conveyance of meaning and
based on syntactic features. context of the text
Good for extracting key Captures the overall meaning and
Strengths . : . - g
information or facts. context of the text.
. . . May require more advanced NLP
e May miss underlying meaning or ; 4 :
Limitations A SR techniques for understanding
context. i
meaning.

L. SYNTACTIC TEXT SUMMARIZATION METHODS.

There are number of syntactical methods are available for text summarization among hat top important methods
explained below.

3.1. Method of Sentence Scoring:

One common way for summarizing syntactic text is the Sentence Scoring method. In order to choose the most
pertinent and significant sentences for the summary, it entails scoring sentences according to a number of criteria.
3.1.1.Criteria for Scoring:

Sentence scoring involves evaluating sentences based on different criteria, which can vary depending on the
specific requirements of the summarization task. Common scoring criteria include:

*Sentence Length: Longer sentences may be scored lower, as they often contain more details and may not be as
concise.

*Position in the Document: Sentences appearing at the beginning or end of a document may receive higher
scores because they often introduce the topic or provide a conclusion.

*Word Importance: Important words or phrases within a sentence can contribute to a higher score. Keyword
extraction techniques may be used for this purpose.

*Content Relevance: Sentences that directly address the core topic or contain key information are considered
more relevant and may receive higher scores.

*Semantic Importance: Sentences that contain concepts, facts, or arguments critical to the document's main
message are rated higher.

3.1.2..Scoring Algorithms: Various algorithms can be used to calculate the scores. These algorithms can be as
simple as assigning numerical values to each criterion and summing them to get a total score. Alternatively, more
complex algorithms like TF-IDF (Term Frequency-Inverse Document Frequency) can be employed to measure
the importance of words and their frequency in the document.

3.1.3.Threshold Selection: After scoring, a threshold value is chosen. Sentences scoring above this threshold
are selected for the summary.

Example:Let's consider a simplified example of how sentence scoring might work. Imagine we have a document
discussing the advantages of renewable energy sources. We'll score two sentences from this document:

Original Sentence 1: "Solar energy is a clean and sustainable source of power that reduces greenhouse gas
emissions."

Original Sentence 2: "Additionally, it has the potential to save costs and create job opportunities in the energy
sector."
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Now, use a simple scoring method based on criteria like sentence length, keyword importance, and content
relevance (on ascale of 1 to 10, with 10 being the highest):

Table 2: Scoring of sentencel and sentence 2.

Criteria for Scoring Sentence 1 scores: Sentence 2 scores:
*Length: 6 (moderate length) T (moderate length)
Position: 8 (introduces the maimn topic) 5 (additional information)

Keyword Importance: | 9 (contains "solar energy.” a key phrase) T (contamns "rencwable energy”)

Content Relevance: U {directly addresses the topic) 8 (relevant but not as focused as
sentence 1)
Total Score: 32 7

Ifwe set a threshold score of 30, then only Sentence 1 would be selected for inclusion in the summary.
3.2.Graph-Based Methods:

Example: Construct a sentence similarity graph where sentences are nodes, and edges represent their syntactic
similarity. Important sentences are selected based on their centrality in the graph.

Original Sentence 1: "The new product launch generated significant buzz in the market."

Original Sentence 2: "Customers praised the product's innovative features and competitive pricing."

Summary (Graph-Based): Both sentences are considered important in capturing the product's success in the
market.

3.3.Methods of Dependency Parsing:

Example: Analyze the grammatical structure of sentences using dependency trees. Sentences are ranked based
on their position in the tree and the presence of critical dependencies.

Original Sentence 1: "The research team conducted experiments to assess the impact of climate change on local
flora."

Original Sentence 2: "Their findings highlighted the vulnerability of certain plant species to temperature
fluctuations."

Summary (Dependency Parsing): The second sentence is chosen because it describes the significance of the
research findings.

3.4. Method of Part-of-Speech Tagging:

Example: Identify sentences that contain specific parts of speech (e.g., nouns, verbs, adjectives) relevant to the
topic.

Original Sentence 1: "The athlete's outstanding performance secured a gold medal in the 100-meter sprint."
Original Sentence 2: "Spectators cheered loudly, celebrating the victory of the hometown hero."

Summary (Part-of-Speech Tagging): Both sentences are included as they provide essential information about the
athlete's achievement.

3.5.Compression-Based Methods:

Example: Apply text compression algorithms to reduce the text size while retaining essential content.

Original Sentence 1: "The company announced its expansion plans into new markets, including Europe and Asia,
during the quarterly meeting."

Original Sentence 2: "This strategic move aims to capitalize on emerging opportunities and increase global
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market share."
Summary (Compression-Based): A compressed summary might combine these sentences: "The company
revealed expansion plans in Europe and Asia to seize emerging opportunities."

3.6. Methods of Redundancy Elimination:

Example: Remove redundant references or repeated information from the text.

Original Sentence 1: "The novel presents a gripping story. The story captivates readers with its engaging
narrative.”

Summary (Redundancy Elimination): Only one sentence is retained in the summary to eliminate redundancy:
"The novel presents a gripping story."

3.7.Methods of Grammar Rule Application:

Example: Apply syntax rules to simplify complex sentences while maintaining their meaning.

Original Sentence: "Despite the inclement weather, they embarked on the hike, determined to enjoy the beauty of
nature."

Summary (Grammar Rule): The sentence can be simplified while preserving the structure and meaning: "Despite
the bad weather, they were determined to enjoy nature on their hike.”

3.8. Methods of Lexical Chaining:

Example: Identify chains of related words or concepts and select sentences containing words from the same
chain.

Original Sentence 1: "The company's stock soared as profits reached an all-time high."

Original Sentence 2: "Investors celebrated the remarkable performance."

Summary (Lexical Chaining): Both sentences are included in the summary as they are part of the same chain
emphasizing financial success.

3.9. Methods of Positional Importance:

Example: Select sentences based on their position in the document, such as introducing the topic or providing a
conclusion.

Original Sentence 1: "In this report, we will discuss the causes of air pollution."

Original Sentence 2: "To conclude, measures to mitigate air pollution are of utmost importance."

Summary (Positional Importance): Both sentences are included to provide an introduction and conclusion to the
report.

3.10. Methods of Topic Segmentation:

Example: Divide the text into topical segments and select sentences from each segment for the summary.
Original Sentence 1: "Introduction: This chapter outlines the main objectives of the research."

Original Sentence 2: "Methodology: The study employed a mixed-methods approach to collect data."

Summary (Topic Segmentation): Both sentences are included to represent different sections of the document.
These syntactic text summarization techniques help in generating summaries that maintain the grammatical
structure and coherence of the original text while highlighting essential information.

IV.SEMANTIC TEXT SUMMARIZATION METHODS

Semantic text summarization aims to capture the meaning and essence of the text. Below are given techniques
and methods of semantic text summarization, along with examples for each.

4.1. Method of Topic Modeling:
Technique: Identify topics within a text and select sentences that represent these topics.

Example: Apply Latent Dirichlet Allocation (LDA) to identify topics in a collection of documents and select
sentences that best represent these topics.
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Example: Apply Latent Dirichlet Allocation (LDA) to identify topics in a collection of documents and select
sentences that best represent these topics.

Original Sentence 1: "Climate change is a pressing global issue with environmental and economic implications."
Original Sentence 2: "Rising temperatures lead to more frequent extreme weather events.”

Summary (Topic Modeling): Sentences from different topics are selected based on LDA results to create a multi
faceted summary.

4.2. Method of Graph-Based Summarization: Technique: Use graphs to represent the relationships between
sentences, where nodes are sentences and edges represent semantic similarity

Example: Use TextRank to create a graph where sentences are nodes and edges represent semantic similarity.
Important sentences are selected based on their centrality in the graph.

Original Sentence 1: "The recent study on biodiversity loss highlights the urgent need for conservation efforts."
Original Sentence 2: "Biodiversity is crucial for ecosystem stability and human well-being."

Summary (Graph-Based): Sentences are chosen based on their importance in capturing key concepts related to
biodiversity and conservation.

4.3.Method of Clustering:

Example: Group similar sentences into clusters and select representative sentences from each cluster.

Original Sentence 1: "The health benefits of regular exercise are well-documented."

Original Sentence 2: "Exercise can reduce the risk of chronic diseases."

Original Sentence 3: "Physical activity also improves mental well-being."

Summary (Clustering): Representative sentences are selected from each cluster, covering different aspects of the
topic (e.g., physical health and mental well-being).

3.4. Method of Word Embeddings:

Technique: Utilize word embeddings to measure semantic similarity between sentences and select those with the
most related content.

Example: Utilize word embeddings like Word2Vec or BERT to measure the semantic similarity between
sentences and select sentences that are most related.

Original Sentence 1: "The new vaccine has shown remarkable efficacy in preventing the spread of the virus."
Original Sentence 2: ""Vaccination campaigns are crucial in controlling the pandemic."

Summary (Word Embeddings): Sentences are selected based on the semantic similarity of their content, ensuring
comprehensive coverage.

4.5.Method of Deep Learning Models:

Technique: Employ neural networks like Transformers for abstractive summarization, where the model
generates summaries by understanding the context and semantics of the text.

Example: Employ neural networks, such as Transformers, for abstractive summarization, where the model
generates summaries by understanding the context and semantics of the text.

Original Sentence: "The advancements in artificial intelligence are reshaping various industries, from healthcare
to finance, by automating processes and improving decision-making."

Summary (Deep Learning): The model generates an abstractive summary that captures the key ideas and
implications of Al advancements.

4.6.Method of Named Entity Recognition (NER): Technique: Identify and prioritize sentences containing
important entities such as people, organizations, or locations.

Example: Use NER to identify and prioritize sentences containing important entities such as people,
organizations, or locations.

Original Sentence 1: "Elon Musk's SpaceX achieved a historic milestone with the successful Mars mission."
Original Sentence 2: "The company's innovations are revolutionizing space exploration."

Summary (NER): Sentences mentioning Elon Musk and SpaceX are prioritized for inclusion.
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4.7.Method of Entity-Based Summarization: Technique: Summarize text by focusing on specific entities or
concepts mentioned in the document.

Example: Summarize text by focusing on specific entities or concepts mentioned in the document.

Original Sentence 1: "Blockchain technology is transforming the financial sector."

Original Sentence 2: "Bitcoin and Ethereum are popular cryptocurrencies built on blockchain."

Summary (Entity-Based): The summary highlights the impact of blockchain technology and mentions specific
cryptocurrencies as examples.

4.8 Method of Conceptual Overlap:

Technique: Measure the overlap of concepts and ideas in sentences and select those with the most interconnected
content.

Example: Measure the overlap of concepts and ideas in sentences and select those with the most interconnected
content.

Original Sentence 1: "The impact of deforestation on wildlife is a major concern for conservationists."

Original Sentence 2: ""Conservation efforts aim to protect biodiversity in threatened ecosystems."

Summary (Conceptual Overlap): Sentences are selected for their interconnectedness in conveying the
importance of conservation and the impact of deforestation.

4.9.Method of Hierarchical Summarization:

Technique: Create a hierarchical summary that includes a title or headline followed by multiple levels of
summaries, each providing varying levels of detail.

Example: Create a hierarchical summary that consists of a title or headline followed by multiple levels of
summaries, each providing varying levels of detail.

Title: "The Impact of Artificial Intelligence on the Labor Market”

Level 1 Summary: "Al is changing the job landscape with automation and new opportunities."

Level 2 Summary: "Automation is replacing routine tasks, while Al creates demand for new skills."

4.10 Method of Discourse Analysis:

Technique: Analyze discourse markers and cohesive devices to select sentences that contribute to the overall
coherence and flow of the summary.

Example: Analyze discourse markers and cohesive devices to select sentences that contribute to the overall
coherence and flow of the summary.

Original Sentence 1: "The study found a strong link between diet and cardiovascular health."

Original Sentence 2: "Moreover, it emphasized the role of exercise in preventing heart disease."

Summary (Discourse Analysis): Sentences are chosen to maintain a coherent flow, as indicated by the use of
"moreover."

These techniques help create semantic text summaries that focus on the meaning and essence of the content,
making them suitable for conveying complex information concisely and accurately.

V.STANDARD DATASETS

4.1. CNN/Daily Mail : The CNN/Daily Mail dataset is a widely used benchmark dataset for text
summarizationtasks. It consists of news articles from the CNN and Daily Mail news websites, along with human-
generated summaries for each article. The dataset is commonly used for both single document and multi-
document summarization tasks.

4.2. Gigaword : The Gigaword dataset is a widely used benchmark dataset for text summarization tasks. It
consists of news articles collected from the New York Times (NYT) and Associated Press (AP) news wires. The
dataset is commonly used for single document summarization tasks.

4.3. PubMed dataset: The PubMed dataset is a widely used and publicly available dataset for biomedical and
life sciences research. It contains a vast collection of bibliographic records of articles from journals in the field of
biomedicine, including topics such as medicine, biology, pharmacology, genetics, and more. The dataset is
commonly used for text summarization tasks related to biomedical literature.

Journal of Electrical Systems (Volume - 21, Issue - 1, January - April 2025) Page No -37



4.4. DUC 2002-2007 dataset: The Document Understanding Conference (DUC) dataset is a collection of
datasets that were used in the Document Understanding Conferences held from 2002 to 2007. These datasets are
commonly used for text summarization evaluation and benchmarking purposes. The DUC datasets consist of
sets of documents along with reference summaries that can be used to train and evaluate automatic text
summarization systems.

4.5. Newsroom dataset: The Newsroom dataset is a large collection of news articles from various news sources,

which can be used for text summarization tasks. The dataset covers a wide range of topics and is suitable for both

single document and multidocument summarization. It can be accessed from the following reference link:
https://summari.es

4.6. TAC 2008-2011 dataset: The Text Analysis Conference (TAC) datasets are a popular choice for text
summarization evaluation and benchmarking. TAC is an annual conference that hosts various tracks, including
the Document Understanding Conference (DUC) track, which focuses on text summarization.

4.7. LCSTS dataset: The LCSTS dataset, which is extensively utilized for Chinese text summarization tasks, is
awidely recognized collection in the field. It was created by scholars from the Harbin Institute of Technology in
China and is commonly employed for summarizing individual Chinese language documents.

4.8. Inspec dataset: The Inspec dataset, which is extensively utilized in the domains of computer science and
engineering, is widely acknowledged for its significance in text summarization tasks. It is commonly employed
for summarizing individual documents and serves as a prominent resource for assessing and comparing the
performance of various summarization algorithms.

4.9. New York Times dataset: The New York Times dataset, extensively employed in the domains of NLP and
information retrieval, is highly regarded for text summarization tasks. It encompasses a substantial collection of
news articles sourced from The New York Times, serving as a prevalent resource for single-document as well as
multi-document text summarization endeavors.

4.10. WikiHow dataset: The WikiHow dataset, widely utilized for text summarization tasks, specifically targets
instructional articles sourced from the WikiHow website. This dataset is frequently employed in single-
document and multi-document text summarization tasks, particularly for producing succinct and well-organized
summaries of step-by-step guidance.4.11. ACL Anthology dataset : The Anthology dataset, often associated with
NLP and text summarization, specifically pertains to the ACL Anthology. This anthology serves as an extensive
compilation of research papers in computational linguistics and NLP.Table 3 shows various datasets were
utilised to summarise the text.

Table 3: Different datasets used for text summarization

Dataset Name Size ML:::T:N Ei:fni;mt Language Eil:”:rence
CNN/Daily Mail Large Yes Yes English [1
Gigaword Large No Yes English [2]
PubMed Large No Yes English [3]
DUC 2002-2007 Small/Medium Yes No English [4]
DUC 2008-2016 Small/Medium Yes No English [5]
TAC 2008-2011 Small/Medium Yes No English [6]
LCSTS Medium No Yes Chinese [7
Inspec Small/Medium No Yes English [8]
New York Times Large Yes Yes English [91
WikiHow Large No Yes English [10]
ACL Anthology Large Yes Yes English [11]
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Sources

[1]1CNN/Daily Mail dataset: https://github.com/abisee/cnn-dailymail

[2] Gigaword dataset: https://catalog.ldc.upenn.edu/LDC2003T05

[3] PubMed dataset: https://pubmed.ncbi.nlm.nih.gov/about/

[4] DUC 2002-2007 dataset: https://duc.nist.gov/data.html

[5]DUC2008-2016 dataset: https://www-nlpir.nist.gov/projects/duc/data.html
[6] TAC2008-2011 dataset: https://tac.nist.gov/data/index.html

[7]LCSTS dataset: https://www.cs.cmu.edu/~jwieting/

[8] Inspec dataset: https://www.theiet.org/publishing/inspec/

[9] New York Times dataset: https://archive.ics.uci.edu/ml/datasets/New+York+Times
[10] WikiHow dataset: https://github.com/mahnazkoupaee/WikiHow-Dataset
[11]ACL Anthology dataset : https://www.aclweb.org/anthology/

VI.EVALUATION METRICS

Automatic text summarization systems are evaluated using various metrics to assess the quality of generated
summaries in comparison to reference (human-created) summaries. The choice of evaluation metrics depends on
whether the summarization task is extractive or abstractive. Below are given common evaluation metrics used
for automatic text summarization:

5.1.ROUGE (Recall-Oriented Understudy for Gisting Evaluation): The ROUGE measure counts the overlap
between the generated summary and the reference summary for words, n-grams (sequences of 'n' words), or even
word sequences. ROUGE-N, which measures unigrams, bigrams, etc.; ROUGE-L, which measures the
longestcommon subsequence; and ROUGE-W, which measures weighted word overlap, are examples of
common ROUGE metrics.

5.2. BLEU (Bilingual Evaluation Understudy):Based on the accuracy of the n-grams in the generated
summary and the reference summary, BLEU calculates a similarity score. Although text summarization is one of
its uses,machine translation was its initial purpose..

5.3. METEOR (Metric for Evaluation of Translation with Explicit ORdering): METEOR uses several
matching techniques, including as stemming, synonyms, and more, to compare a generated summary to a
reference summary in order to assess the quality of the latter.

5.4. CIDEr (Consensus-based Image Description Evaluation): Although it has been modified for text
summary, CIDEr is mainly utilised for captioning images. It uses consensus-based scoring, IDF weights, and n-
grams to quantify the level of agreement between the generated and reference summaries..

5.5. NIST (Normalised Information Retrieval Score): Based on n-gram overlap with reference summaries,
NIST assigns a higher weight to higher-order n-grams, which are frequently more significant in establishing
summary quality.

5.6. F1 Score: A popular metric that combines recall and precision is the F1 score. It determines how closely the
generated summary adheres to the length and content of the reference summary.

5.7. Precision and Recall: Recall gauges how thorough the created summary is in comparison to the reference,
while precision assesses how pertinent the material is in the summary. Recall and precision can be used alone or
in combination to evaluate a summary's quality

5.8. ROUGE Word Embeddings, or ROUGE-WE: By embedding sentences or phrases into a continuous
vector space, ROUGE-WE calculates semantic similarity. It encapsulates the produced summaries' semantic

quality.

5.9. ROUGE-S: ROUGE-S compares the generated summary's sentence structure to the reference summary in
order to assess sentence-level coherence. It assesses the coherence and flow of sentences.
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5.10. Human assessment: Using human judges to review the quality of summaries that are generated is known
as human assessment. Summaries may be graded by judges according to their overall quality, informativeness,
coherence, and fluency. This method offers insightful but subjective comments.

The particular objectives of the summary assignment and the qualities of the summaries that are produced
determine the assessment metric that is chosen.

VII. CONCLUSION

This research article has offered a thorough overview of the field of automatic text summarization. We have
reviewed the key concepts, methods, and challenges associated with this task, including extractive and
abstractive approaches, evaluation metrics, and recent improvements in deep learning and NLP techniques. ATS
has emerged as a critical research area aimed at addressing the information overload problem by generating
concise and coherent summaries from large volumes of text. Extractive methods have been widely used due to
their simplicity and effectiveness, but they may lack the ability to produce summaries that are truly coherent and
informative. Abstractive methods, on the other hand, offer more flexibility in content generation but pose
challenges in maintaining coherence and factual accuracy. Evaluation metrics for example ROUGE, METEOR,
and CIDEr have been proposed to evaluate the quality and effectiveness of generated summaries, but they have
restrictions and do not always correlate fine with human findings. Recent advancements in deep learning,
including transformer-based models, show promising results in text summarization, but challenges such as data
limitations, handling long documents, and ethical considerations remain open research areas.

ATS has applications in many fields, containing news summarization, document summarization, social media
summarization, and personalized summarization for individuals with different information needs. As
technology continues to advance, further research and innovation in ATS is required to address the limitations of
current approaches and unlock the full potential of this field for real-world applications. This survey paper has
provided a comprehensive overview of automatic text summarization, highlighting its significance, challenges,
and recentadvancements. It is hoped that this survey serves as a valuable resource for researchers, practitioners,
and stakeholders in the field of NLP and information retrieval, and inspires further advancements in the field of
ATS.
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PMSIEMDL: Design of a Pattern analysis Model for
identification of Student Inclination towards different
Educational-fields via Multimodal Deep Learning Fusions

1Ashwini Raipure2Sarika Khandelwal

ABSTRACT

ﬂentiﬁcation of student inclination towards different educational fields requires integration of dee

pattern learning models with temporal data analysis techniques. These techniques are highly context
sensitive, and cannot be scaled for analysis of students that have an interest in multiple domains.
Moreover, existing deep learning models are highly complex, and showcase moderate performance
when used on real-time datasets. To overcome these limitations, this text proposes design of a Pattern
analysis Model for identification of Student Inclination towards different Educational-fields via
Multimodal Deep Learning fusions. The proposed model initially collects data samples from a large
number of students, and segregates them into different classes. These include social data, personal
habits data, education data, family related data, performance data and future inspiration data
classes. These datasets were combined with a customized psychological questionnaire which was
curated by experts in the field of student counselling & psychology. Based on student responses, their
entity specific classes were generated, that were separately trainedvia different Convolutional Neural
Network (CNN) Models, which assists in identification of student-performance at individual-class
levels. These performances are compared with existing inclination datasets via a fusion of Long-
Short-Term Memory (LSTM) & Gated Recurrent Neural Network (GRNN), which assists in
identification of correlation between subject-level inclinations & their entity classes. This provides
with a probabilistic map of different subjects towards which the student might be inclined, and assists
them to select their study streams. The generated map was validated for multiple students, and
recommendations were made based on higher probability values, which assisted in identification of
student inclination levels. The model was evaluated under large datasets and its performance was
compared with various state-of-the-art methods under different scenarios. Based on this comparison,
it was observed that proposed model was capable of achieving 8.5% better recommendation
accuracy, 4.9% higher prediction precision, 6.5% better recommendation recall & 2.9% better Area
Under the Curve (AUC) levels, which makes it highly useful for a wide variety of student inclination
use cases.

Keywords: Student, Behaviour, Inclination, Study, Accuracy, Psychology, Social, CNN, GRNN,
LSTM, Habits, Family, History.

o /

L.INTRODUCTION

Student behaviour analysis for study-based inclination prediction is a complex task that requires
collection of multidomain datasets, their pre-processing & filtering, student-specific feature
representation, identification of optimal feature sets, temporal classification of these sets, and their
post-processing analysis. Such models require differential analysis with existing student behaviour

datasets, which assists them in comparatively evaluating optimum inclination levels for different fields
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of study. A typical analysis model [1] that uses a combination of multidomain datasets with Convolution Neural
Networks (CNNs), and Genetic Optimizations is depicted in figure 1, where in data from social media,
Psychological Questions, Interest Details, Family History & Subject Wise performance are analyzed to identify

inclination levels.
Multimodal Student Dataseat

Social Family Sulyect Wise Interest Physiological
Media History Performance Detanls Questhons
- e - — .
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Figure 1. A typical inclination model based on temporal performance & bioinspired computing processes

The model uses bioinspired layer to optimize the parameters used during inclination identification process,
which makes the model highly functional and useful for low-delay and high accuracy use cases. Similar models
[2, 3, 4]that use Generative Adversarial Networks (GANs), Q-Learning, and other deep learning methods are
discussed in the next section of this text. This section describes the models in terms of their functional nuances,
contextual advantages, application-specific limitations, and operational future research scopes. These models
cannot be scaled for analysis of students who have interests in multiple domains because, according to this
analysis, they are very context-sensitive. Furthermore, when applied to real-time datasets, these deep learning
techniques perform only moderately well due to their high complexity. Section 3 suggests creating a pattern
analysis model for identifying student preferences for various educational fields using multimodal deep learning
fusions in order to get around these limitations. In order to determine the proposed model's real-time
performance levels, it was evaluated in terms of recommendation accuracy, prediction precision,
recommendation recall, and Area Under the Curve (AUC) levels, and compared with various state-of-the-art
methods. Finally, this text offers some insightful conclusions about the suggested inclination-prediction model
and suggests ways to further enhance its functionality in various scenarios.

II. LITERATURE REVIEW

Domain-specific data are required for training and validation of student behaviour analysis. Social networking,
retail, online learning and other businesses may benefit from custom app-based solutions that make data
collecting easier. As a result of the CoVID pandemic, a growing number of students are taking online courses,
which has facilitated the collection of data more quickly. Single, dual, and multimodal methods are used to
measure student participation in [1]. Keystrokes and mouse movements are used to anticipate the user's
emotional state as well as their typing pace. Using Mini Xception Nets, it is possible to assess student
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participation. Despite the model's high computing cost and modest latency, it obtains an accuracy of 95.23
percent. The best writing classification performance is provided by the Nave Bayes (NB) model. The NB model
may also be used for reading, viewing videos, and other activities. A variety of application-specific conditions
may benefit from this method. The system's total effectiveness may be improved if the NB model is used in [2]
along with features such as online teaching design relevance, delivery quality, online assistance, student
engagement, and contingency modelling. This strategy relies on simple machine learning models like random
forests to achieve mediocre accuracy while requiring a sophisticated implementation. According to [3], the
behavioural, cognitive, social and emotional elements of this paradigm are studied in detail. Work in [3] shows a
bi-factor structural equation modellingexploratory investigation (BESEM). This approach uses correlations
between characteristics to determine the value of an interaction. The model has a 98.2 percent accuracy rate, a
0.05 MSE, and a considerable delay in the prediction of results. In comparison, ICMCFA's 96.4 percent accuracy,
0.07 MSE, and high latency are all below BCFA's 96.4 percent accuracy, while ESEM's 98.3 percent accuracy,
0.09 MSE, and exorbitant delay are all above this one. Real-time school and college applications are possible
because to high performance. To find patterns, [4] looks at general, social, and psychological behaviour, as
shown in [4]. Clustering monthly consumption, meals, work, relaxation, the internet and exercise as well as class
attentiveness and book borrowing as adaptive k Means is used in the model (AKM). Students may be divided into
three categories depending on their schedules and eating habits using this information. There is a 94 percent level
of accuracy, however the model suffers from a substantial amount of computing time. The validation
performance of over 550 pupils [5] may be improved by quantifying and studying this efficiency. Other
approaches for assessing student behaviour are available in the research, such as ITT and 2SLS. 2SLS has
intermediate accuracy and high delay, whereas I'TT has poor accuracy and moderate latency.

The Mooring Model and student learning factors are examined in [6]. The model examines student behaviour
based on learning comfort, perceived security risk, service quality, ease of use, usefulness, task technology fit,
teacher attitude, habits, and switching costs. Work in [6] depicts the relationship between a student's desire to
move schools and other attributes. The accuracy of the model is above 93%, and it has a low error rate and a short
latency. Monitor students' willingness to adopt online learning systems using the Technology Acceptance Model
[7]. (TAM). Perceived usefulness, perceived ease of use and attitude toward use are all taken into account when
evaluating student behaviour. Student interest in online learning may be gauged by looking at the model's 10
connection weights. The algorithm is 91.5 percent accurate in predicting user behaviour, but it needs a large
amount of data to do so. Since data collection is straightforward, the concept may be used to studying children
who have unusual abilities. It is discussed in [8] how G&T students in Australia might have a bright future in
STEM fields. Model investigates rural students' behaviour using machine learning and local knowledge as a
starting point (LK). The 90 percent accuracy, low MSE, and short latency of the model make it useful in a wide
range of situations.

An effective method for behaviour analysis may be achieved by combining the models from [7] and [8]. Students
from rural regions around the country are being studied in [9] to see how hybrid models’ function. In order to
evaluate achievement gaps, the study examines rural children's chances, ambitions, difficulties, and obstacles.
Data from WoS, IFPRI library, MDPI, CAB abstracts, and other sources are analyzed in this task. The majority of
rural youngsters want a better education and higher education by moving to the city. Mobile learning systems,
which may be given via smartphone-based technology [10], are needed to provide such opportunities, and
records from rural and urban schools can be linked to develop an effective learning model. The BISM approach
uses focus groups, pre- and post-test situations, and basic analysis to estimate student behaviour. High latency
and MSE limits the model's 89 percent accuracy across student groups. Socio-economic factors such as
socioeconomic class, ethnicity and gender are also important to include while doing social behavioural analysis
[11]. Machine learning (MLM) models with high accuracy and low error rates but large latency may be trained
using these parameters [11].

In[12, 13 and 14], we discuss how to do multiple person behaviour analysis, classroom behaviour analysis and
learning pattern analysis. In order to achieve a fair level of accuracy, these models make use of data usage, inclass
and online behaviour analysis. Multi-user fitness coach model [12] achieves 85 percent accuracy with moderate
error and high delay, while Online Hard Example Mining (OHEM) RCNN (94 percent accuracy) with very high
delay and low error and Felder and Silverman learning style model (FSLSM) [14] with decision tree classifier
achieve 85.7 percent accuracy (DT). Both models exhibit significant errors and delays as a result of the increased
amount of training data. By combining these two models, the MSE will be reduced, and response time will be
spedup. Thus, they may be used in a wider range of situations. These models are used to study student
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behaviour in group presentations by [15]. The approach assesses student performance based on a variety of cues,
including body language, posture, eye contact, speaking pace, and other factors. Over 83% accuracy is achieved
with significant latency and high MSE owing to location and other body parameter variations, thanks to these
factors. An operating system for behavioural analysis (OS) is suggested by [16]. (BAOS). For this, the OS model
makes use of many metrics such as login time, log size, and file open counts, amongst others. It was evaluated on
850 students and determined to be 75% accurate due to the wide variety of data included in the research.
Clustering online learning sets into groups, such as the one in [17], may improve efficiency. Maps (SOMs) and
neural networks (SOMNNSs) can do this. 1.7 million data points were analyzed using parameters such as grades,
test scores, and continuing assessments. It was determined that 93.61 percent accuracy in metrics such as
assignment submissions, resources created, posts made, and pages seen made the system usable in real time.
Although multiple parametric selection minimizes MSE, complexity creates significant processing delays.

Sakai LMS is used as an example in [18] to suggest another LCA-based method. The 93 percent accurate model
evaluates resource utilization, lesson evaluation, tests, surveys, and assignments, among other things. Gradient
Boosted Decision Tree (GBDT) model evaluates and classifies various data features, resulting in small latency
and low MSE. GBDT. [19, 20, 21] also propose similar models that use k Means, MFR model, and TeSLA to
assess student behaviour during the current CoVID outbreak. [19, 20, 21] (Adaptive Trust-based e-Assessment
System for Learning). Models like this are useful for predicting student behaviour and may be used in a variety of
settings. k Denotes a 66.5 percent accuracy rate, a 72 percent MFR rate, and an 89.2 percent TeSLA rate.
Improved accuracy and generality are gained by combining these models. Structured Equation Modelling
(SEM) and association rule mining using apriori may help improve the accuracy of these models. For optimizing
present systems, the EENN and SEM models have minimum complexity and a moderate MSE, making them
beneficial. While the apriori model has an accuracy rate of 84.75% when applied to a dataset, how it is applied
depends on the dataset.

It may be possible to predict student conduct by analysing student feedback in [25], an adaptive feedback system
is used for collaborative behaviour analysis. There is an 83 percent accuracy rate in the model's performance
monitoring, behaviour and engagement analysis, and suggestive analysis. Learning management systems, deep
knowledge tracing with many features, and integrated learning techniques all have the potential to improve this
accuracy. In order to achieve 91% accuracy with modest latency and MSE, LMSM makes advantage of online
behavioural factors such as connection distribution, average lecture time, average number of sessions, and so on.
This model uses a neural network (RNN) for analysis of skill, response time, practice sets and beginning action
type among other things. In various student behaviour analysis contexts, the DK TMFAM model has an accuracy
rate of 98 percent. The MSE is 0.2, which is higher than some other models, and the LSTM and other RNN
components make training and validation take a long time. To achieve 97% accuracy with modest latency and
MSE, a GBDT model is trained utilizing study duration (access time), number of posts, etc. To construct an
effective student behaviour analysis system, [27] and [28] may be employed.

SRM [31] and DBSCAN with k Means (density-based spatial clustering of applications with noise) [32] are
further methods to consider. This set of models is an extension of the previously described models, and they
produce great accuracy with amoderate latency and MSE. In terms of accuracy, FGWANN has 96.3 percent, 0.09
MSE and considerable latency, whereas PrefCD has 76.14 percent. It's great for real-time applications since
SRM has a 96% accuracy with an MSE of 0.15 and DBkMeans has 91% accuracy with an MSE of 0.15. Some
models may help students behave better in certain situations. Student health-related concepts and improved real-
time online learning performance are the focus of [33], an example of how mobile health, temporal parameters,
and geographic features may be used to benefit students.

Models such as cellular automata (CA), cyber engagement (CE), predictive game theory model (PGTM) for
programming students, and profile-based cluster evolution analysis (PBCEA) take incremental inputs. Additives
to the equation include depression (35), programming skills (36), and migratory patterns (37). CA, CE, PGTM,
and PBCEA can all achieve 79 percent accuracy on a variety of datasets. These models must be combined and
applied to deep learning networks in order to create a complete behavioural analysis model. App-specific context
behaviours and model thinking approaches as well as disengaged behaviour are all examined in [38, 39 and 40].
The accuracy, MSE, and latency of these techniques are all acceptable when used in the context of a particular
application.
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II1. DESIGN OF THE PROPOSED PATTERN ANALY SIS MODEL FOR IDENTIFICATION OF STUDENT
INCLINATION TOWARDS DIFFERENT EDUCATIONAL-FIELDS VIA MULTIMODAL DEEP
LEARNING FUSIONS

According to the literature review, it was found that current models cannot be scaled for analysis of students who
are interested in multiple domains because they are very context-sensitive. Furthermore, current deep learning
models exhibit mediocre performance when applied to real-time datasets due to their high complexity. This
section recommends creation of a pattern analysis model for identifying student preferences for various
educational fields using multimodal deep learning fusions in order to overcome these limitations. Flow of the
model is depicted in figure 2, where it can be observed that the suggested model gathers data samples from a large
number of students at first and divides them into various classes. Social data, individual behaviour data,
educational data, family-related data, performance data, and classes of future inspiration data are among these.
These datasets were combined with a specially created psychological survey that was put together by
professionals in the fields of student counselling and psychology.
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Figure 2. Overall flow of the proposed temporal inclination analysis model with different CNNs & RNN
classifiers

Based on the responses from the students, entity-specific classes were created for them, which were then
individually trained using various Convolutional Neural Network (CNN) models to help identify student
performance at the individual-class level. A combination of Long-Short-Term Memory (LSTM) and Gated
Recurrent Neural Network (GRNN) is used to compare these performances with existing inclination datasets and
identify any relationships between subject-level inclinations and their entity classes. This gives the student a
probabilistic map of the various subjects in which they may have an interest and helps them choose their study
areas. Multiple students validated the generated map, and recommendations were made based on higher
probability values. This helped to identify the degree of student inclination under multiple scenarios.
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The proposed model initially collects following information sets from each of the users,

* Social Data Sets, that includes student’s Tweets, Facebook Posts, LinkedIn activity, etc.

* Behavioural Information Sets, which includes their general social behaviour like number of outings, their
friends, type of friends, etc.

* Individual Educational Data Sets, that comprise of their educational preferences and courses done by them
during temporal phases of their lives

* Family Educational History, that includes historical datasets about their family’s educational levels.

* Performance Data for different fields, which includes their marks in different subjects and different classes

Along with these datasets, a psychological questionnaire was also created, and given to students for analysis of
their current state of inclination in different fields. These questions along with their reasons of selection can be
observed from table 1 as follows,

Question {In Regional
Languages)

Reasons for selection

Your age? ( maﬁ g9
I

To check matunty levels

Your location? {mmﬁ
RTgULTe f&eTo (7T,
AT, fofegm))

To check exposure levels to different

educational fields

Highest education level

(Feaemat= =3av finem

Identification of educational maturity
levels

What interesis vou most?
[ Tick everyvthing that 15

Opuions like Engineering, Techology,
and its applications were presented to

relevant) | HTSeT identify student’s inclincation
HEE &F {m towards technological fields
GEREIRINGE: )

What do you aspire to Options like Engineer, CA, Lawyer,
become? (Tick all that's  [Doctor, etc. were presented for
relevant) | HITeTET analysis

CIEEIGEIREC Il
HdSH?)

Where to you plan to hive [To identify growth mindset of
in future? (SHTTHTET students

s H& e
TEST?)

What do your parents To analyze the type of future they
expect from vou? (Tick  [want to build, and their aspirations
all that 15 relevant) (

R R GEAE]]

HUAIB & B LT
IHTE?)
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Where do you see
yourself in next 5 years?
(19U Y=o uTd 9uid
A Al $S TN

To analyze the type of future they
want to build, and their aspirations

Enter some information
about your future plans (

e Hiasardid @
EEGRIEEZIGAREN

To identify growth mindset &
aspirations of students

What is your strength?
(Check all that's

applicable) ( STl
TR HIATd 38?7 )

Self-evaluation of students, which
will assist in identification of their
SWOT (Strengths Weaknesses
Opportunities and Threats) Analysis

Which type of classes do
you like? ( Helell
DI YT R8T
IR 3MdSd?)

Either they are inclined towards
online or offline educational modes

Evaluate if they are friendly with
online classes

Do you like playing
online games like
PUBG?( T¥gTall Usoil
Pub-G URE 3z
1 GTgal Jdsdrd

®17)

Identify their idle mode hobbies

How you find English as

a subject?( E"JG"I ETﬁW
YT ST FIedl?)

Evaluate their inclination towards
global educational models

Do you think
Mathematics is very hard

subject? (JreTl TIford
fawg g St ared!
F17)

Evaluate their logical skills

In 55C which subject you

liked most? ( Tl

Identify their strengths
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0Tl fam HaTd o
3aedl?)

Do you have any idea
about Polytechnic
Education?(c¥eTcl
Ulciiea i arad Al
g F12)

Identify their general purpose know
how levels

If ves from whom you
came to know about ?

(aiciearie arad HAlfgdl
ey fg arfedt

Tl DIV G
IEEIGI

Identify their information gathering
SOUrCEs

In your view what is

success 7 ( JH=TTHN
9] fdd § F9 11,
ABTel?)

Check their mindset and therefore
analyze their future plans

Do you think polytechnic
contains only
Mathematics? (

Glciicerile § e TTI0rd
famarar anenfiid sie
3 ATIeTal dled DI7)

WVerify their technical know-how
levels

What does your parent do
for earning? (@Hﬁ EIGEA
O rTfauaTE i B
ERGIGE]

To analyze their family support for
higher education levels

Which subject do you
think are going to be
useful for yvour future
life?( HIUTAT fawg qo=an
Higsarardi die ame 3™

qreTa d1ed 7)

To identify their inclination towards
different educational fields

Do you think homework
assignments are
necessary for effective
learning? ( Eﬂﬂa_tﬁ
fRigomaTdl =iTe e
@1 )

Check lethargy levels of students

Do you think use of

To evaluate their inchination towards
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technology 1s very much [technology driven courses
needed in leaming or
general chalk and board
system is best? (

THEER o
REISECEECS GIE !
QI0R 0 TR 318 6
URUIYs Eg d
BoTdid Uesrd Tdid
ELGIEI

Table 1. Psychological questionnaire and reasons for asking the questions

The datasets from different sources were converted into yearly data batches, and each of these batches were
classified via an ensemble CNN model, that combines VGGNet-19, MobileVNet2, ResNet 101 and ResNet 50
models. These models were selected because of their higher accuracy performance under the collected datasets.
Each of these models are depicted in figure 3 (a), 3 (b), 3 (¢), and 3 (d) respectively, where it can be observed that
they combine Convolutional, Max Pooling & Drop Out layers for feature extraction purposes.

IR A=AL,
/ 1 Ex1Nax128
_-'-'.-" snestrIse
| | ] BRI
| MEIE
maxpool manmoi | m:litm:lcll | ma!pnnl |
* maxpool | depth=256 depih=512 depth=512 cize—A056
depth=64 depth=128 3x3 canv 3=3 canv 3n3 cany FC1
Iu3 conv 3xIconv  Convi_ 1 conwd_1 convS_1 FC2
convi_1 convz_1  conv3_2 conwd_2 convs_2 size=1000
convl_2 conw2_2  conv3_3 conwd_3 convs_3 sofuman
convid_4 convd_4 convs_a

Figure 3 (a). Design of the VGGNet-19 Model for batch-based inclinaﬁnn identif cation process

(N n sim n nlh

Boitech. residun) ook

—i}H }

Figure 3 (b). Dulgn of the MobileVNet2 Model fur batch-based |nt:lu1atm|1 ldentlf cation process

In Am
Convl_x Convd_x Convl_=

Figure 3 (c). Design of the ResNetl(1 Model for baich-based inclination identification process

Y

I-.

[ ]

TR

T |

Figure 3 (d). Design of the ResNet50 Model for batch-based inclination identification process
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These convolutional features are extracted via equation |, where a Rectilinear Unit (ReLU) kemel is used for
activation of feature sets.

ks u
-4 2 o i
Convye,, = E SF(i —a,j — b) * ReLU (E+a.i+b)...(1)

a==—— h=—»

z z

Where, §F represents the student feature vectors, that are represented in 2D for better analysis, while m,n
represents different window sizes that are setup by individual CNN layers, while a,b represents padding sizes
which are also decided by different contextual CNN layer types. All these features are processed by a Max
Pooling layer that assists in removal of redundant feature sets. This is needed because a lot of similar features are
extracted by the convolutional layers, which reduces inclination-classification efficiency levels. The Max Pooling
layer generates a variance threshold via equation 2, which is used for selection of relevant feature sets.

1/py

1
.lf-l.'h == _S'__F'I..* Z pr ...{2)

XESF

Where, p represents feature variance levels, that is evaluated via equation 3, and assists in identification of
deviation levels of extracted feature sets from average feature levels.

- ST

Where, N represents number of extracted feature sets. Features with levels more than f,, are passed to the next
convolutional layer, while others are removed due to low variance levels. The selected features are re-convoluted
and multiple feature sets are extracted by each of the CNN Models, which are classified via Soft Max based
activation layers. These layers use weights (w), and biases (b) in order to categorize student feature sets into
temporal classes via equation 4,

Ny

Cour = SoftMax Z_fl ww; + b | (4)

=1

Where, c,,, represents output classes, while f; represents extracted feature sets from the convolutional layers.
These classes are extracted for each progressive year, and are combined to form a temporal dataset, which is
processed via a combination of Long Short-Term Memory (LSTM) & Gated Recurrent Unit (GRU) layers. The
combined LSTM & GRU Model is represented in figure 4, which assists in high-density feature extraction from
limited temporal inclination-class sets.

- @ “CT} _tanh O
e [ e

_l- L EIEJ[na _l [ s-ig;na _I I_ tafrlh J I_ sigil:rla J Tthp

T

- ; Y
h(t-1) : o

Q = tanhl [iiglrﬂa | T;lun ] QD_:E_Q

rrf.)-:.\\'l
pN
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Figure 4. Combination of LSTM & GRU for extraction of high-density temporal sets

Both LSTM & GRU Models are capable of extraction of large feature sets, but a combination of these is used in

order to extract high-density cascaded features. These features are useful for analysing temporal inclination
classes via Recurrent Neural Networks (RNNs) for estimation of final inclination levels. Along with the temporal

classes, responses of the psychological questionnaire are also processed by the LSTM & GRU feature extraction
models, thereby assisting in identification of current inclination levels for different student & course types. These
models generate an initialization feature vector via equation 5, which combines temporal classes (x;,) with a
feature kernel matrix (h,) for augmentation purposes.

i = var(Xy, * U + hy_y * W9 ...(5)

These initialization vectors are further expanded to form forgetting feature sets & output feature sets via equations
6 & 7 as follows,

f =var(xy, = U + he_y » W) . (6)
o =var(xy * U + by * W) .. (7)
All these features are combined to form temporal LSTM features via equations 8 & 9,
C/ = tanh(xi, * U9 + h,_, » WT) ...(8)
Toue = var(fexx, (t—1)+i*C[)..(9)
Based on these features, temporary feature sets were extracted via equation 10 as follows,
hour = tanh(Ty) =0 ... (10)

These equations use I/ & W constants, which are continuously tuned by the RNN layer via hyperparameter tuning
process. The output features h,,, are processed by a GRU layer, that initially generates temporary feature sets via
equations 11 & 12,

= 'I?ﬂ]"[ﬁl'; ¥ [hnur ¥ TuutD (]-]-]

r =var(W. = [hoy * Touel) ... (12)

These feature sets are further augmented via tangent activation functions to form final features via equations 13 &
14 as follows,

hy = tanh(W * [r * hgye * Touel) - (13)
xout =(1—2z) «h; +z = hyy, ... (14)

The final output features are classified via a RNN Model that is depicted in figure 3, and uses interim feature sets
to generate final output inclination class.

s
- n "
|
Hybrid Hybrid Hybrid Hybrid
GRU LSTM| |GRU-LSTM| |GRU- LSTM """"" GRU-LSTM

Figure 5. Design of the RNN Layer for generation of probability maps

This class is estimated via equation 15, and uses a Purely Linear Activation function for deployment of a linear
classification process.
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N
P, = purelin (z xout; * W:) ..{15)

=1

Where, P, represents output probability of inclination towards a particular field, while N represents number of
fields that are being analyzed by the model, and W; represents weights that are being tuned via hyperparameter
tuning process. Based on these probabilities. the model is able to senerate a probabilityv map. that is used to
identify student inclinations towards different study fields. Results of these probability maps were correlated with
training & wvalidation sets, and the model was continuously updated via incremental learning operations. To
perform this task, an incremental probability correlation level was evaluated via equation 16,

1, p(test) — p(new))

Corr; =
Jz?;lp(testa — p(new;)*

. (16)

Where, p(test) & p(new) represents output probability maps for test & new input sets for different inclination
fields. If the value of Corr < 0.999, then the new values are added back to the dataset, which assists in improving
the dataset size for higher accuracy levels. These accuracy levels were validated on real-time datasets for multiple
uses cases. Parameters including accuracy of field identification, precision for inclination identification, recall
levels, and delay needed for identification of inclination was evaluated & compared with standard models in the
next section of this text.

IV. PERFORMANCE EVALUATION AND COMPARISON

Students' proclivity for engineering, social science, journalism, accounting, and medicine can be assessed using
the proposed model that incorporates multimodal datasets with ensemble CNNs & RNN techniques. Over 5000
students' datasets were collected to test the model's performance, and a variety of performance metrics, including
accuracy of field identification (AFT), precision of inclination identification (PIA), recall of field identification
(RFI), and evaluation delay (DE), were analyzed. A comparison was made between these metrics and BE SEM [3]
and TeS LA [19] models. Nearly 60% of the 5000 students were used to train the CNN & RNN models, while
100% of the students were used for testing and validation purposes. The purpose of this dataset overlap is to
estimate the blind and non-blind performance of the model for clinical use cases. Based on this evaluation process,
the values of AFI were tabulated w.r.t. Number of Students (NS) in table 2 as follows,

NS | AFI(%) AFI (%) AFI (%) AFI (%)
BE SEM [3] | TeS LA [19] | FGW ANN [32] | PMS IE MDL

390 | 68.15 64.43 69.78 90.44

585 | 68.46 64.85 70.16 90.91

780 | 68.71 65.23 70.49 91.37

975 | 68.92 65.76 70.88 91.87

1170 | 69.09 66.33 71.27 92.32

1565 | 69.19 66.82 71.58 92.73

1955 | 69.28 67.34 71.90 93.17

2345 | 69.40 67.89 72.26 93.65

2735 | 69.54 68.49 72.65 94.10

3125 | 69.67 68.95 72.96 94.49

3320 | 69.83 69.34 73.25 94.91

3905 | 70.01 69.84 73.61 95.37
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4100 | 70.20 70.33 73.97 95.83
4295 | 70.38 70.82 74.32 96.28
4490 | 70.55 71.32 74.67 96.73
4690 | 70.73 71.82 75.03 97.19
4845 | 70.93 72.31 75.39 97.66
5000 ( 71.12 72.81 75.75 98.11

Table 2. Aecuracy of field inclination identification for different models under real-time use cases

120

100

B0

390 585

mBE SEM [3]

B TeS LA [19]

B FGW ANN [32]

i

TRO 975 1170 156519552345 2735312533203905 410042954490 4690 4845 5000

m PMS IE MDL

Figure 5. Accuracy of field inclination identification for different models under real-time use cases

Figure 5 shows that the proposed model is 16.3 percent better than BE SEM [3], 14.5 percent better than TeS LA
[19], and 10.4 percent better than FGW ANN [32] for multiple types of comparisons. Using CNN for initial
inclination estimation and RNN for final inclination classification has resulted in this improvement. Table 3 shows
the results of the precision of inclination identification (PIA) study in the same way,

NS | PIA (%) PIA (%) PIA (%) PIA (%)
BE SEM [3] | TeS LA [19] | FGW ANN [32] | PMS IE MDL
390 | 73.66 74.56 83.86 92.24
585 | 74.06 75.01 84.30 92.73
780 | 74.41 7540 84.72 93.1%
975 | 74.83 75.92 85.19 93.70
1170 | 75.23 76.45 85.63 94.19
1565 | 75.56 76.89 86.00 94.61
1955 | 75.90 77.36 86.40 95.04
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2345 | 76.27 77.86 86.84 95.51
2735 | 76.68 78.41 87.28 96.01
3125 | 77.01 78.84 87.64 96.42
3320 | 77.32 79.22 88.01 96.82
3905 | 77.69 79.69 88.44 97.29
4100 | 78.07 80.16 88.87 97.76
4295 | 78.45 80.63 89.29 98.22
4490 | 78.82 81.10 89.71 98.62
4690 | 79.20 81.58 90.14 98.97
4845 | 79.58 82.06 90.57 99.27
5000 | 79.96 82.53 91.00 99.49

Table 3. Precision of field inclination identification for different models under real-time use cases

120

100

0

390 585 TRO 975 1170 1565 1955 2345 2735 3125 3320 3905 4100 4295 4490 4690 4845 5000

mBE SEM [3]

mTeS LA [19]

B FGW ANN [32]

u PAS IE MDL

Figure 6. Precision of field inclination identification for different models under real-time use cases

Figure 6 shows that the proposed model's PIA performance is 18.5% better than that of BE SEM [3], 14.5% better
than that of TeS LA [19], and 8.3% better than that of FGW ANN [32] based on this evaluations. For example, a
field's inclination percentage can be accurately identified using CNN & RNN, resulting in better real-time
performance. As can be seen in table 4, similar observations were made for the recall of field identification (RFI),
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NS | RFI (%) RFI (%) RFI (%) RFI (%)
BE SEM [3] | TeS LA [19] | FGW ANN [32] | PMS IE MDL
390 | 70.91 7128 73.16 91.18
585 | 71.26 LT 73.55 91.65
780 | 71.56 72.12 73.91 92.11
975 | 71.88 72.66 74.32 92.62
1170 | 72.16 13.29 74.71 93.09
1565 | 72.38 73.70 75.04 93.50
1955 | 72.59 74.20 75.39 93.94
2345 | 72.84 74.74 75.76 94.41
2735 | 73.11 75.33 76.16 94.89
3125 | 7335 75.79 76.48 95.29
3320 | 73.58 76.19 76.79 95.69
3905 | 73.85 76.68 77.16 96.15
4100 | 74.14 77.18 77.54 96.62
4295 | 74.41 77.67 77.91 97.08
4490 | 74.69 78.17 78.28 97.53
4690 | 74.97 78.67 78.65 98.00
4845 | 75.26 79.17 79.03 98.47
5000 | 75.54 79.67 79.41 98.94
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Table 4. Recall of field inclination identification for different models under real-time use cases

120

100
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Figure 7. Recall of field inclination identification for different models under real-time use cases

Figure 7 shows that the proposed model is 14.8 percent better than BE SEM [3], 15.4 percent better than TeS LA
[19], and 18.3 percent better than FGW ANN [32] for RFI performance under multiple evaluations.
Thus,students' interests can be accurately predicted using a combination of behavioural and statistical
parameters along with temporal analysis. Table 5 shows the findings for evaluation delay (DE), which can be
seen as follows,

NS DE (ms) DE (ms) DE (ms) DE (ms)
BE SEM [3] | TeS LA [19] | FGW ANN [32] | PMS IE MDL
390 | 1418 14.02 15.12 8.97
585 | 14.25 14.10 15.20 9.01
780 | 14.31 14.18 15.28 9.06
975 | 14.38 14.29 15.36 9.11
1170 | 1443 14.40 15.44 9.16
1565 | 1448 14.49 15.51 9.20
1955 | 14.52 14.59 15.58 9.24
2345 | 14.57 14.70 15.66 9.28
2735 | 14.63 14.81 15.74 9.33
3125 | 14.67 14.90 15.80 9.37
3320 | 14.72 14.98 15.87 9.41
3905 | 14.77 15.08 15.95 9.46
4100 | 14.83 15.18 16.03 9.50
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4295 | 14.88 15.28 16.10 0.55
4490 | 14.94 15.37 16.18 9.59
4690 | 15.00 15.47 16.25 0.64
4845 | 15.05 15.57 16.33 0.68
5000 | 15.11 15.67 16.41 9.73

Table 5. Delay needed during field inclination identification for different models under real-time use cases

20

&

975 1170 1565 1955 2345 2735 3125 3320 3905 4100 4295 4490 4690 4845 5000

.

WBESEM[3] ®TeSLA[19] ®FGW ANN([32] ®WPMS IE MDL

Figure 8. Delay needed during field inclination identification for different models under real-time use cases

The proposed model, when compared to BE SEM [3], TeS LA [19], and FGW ANN [32], performs 14.5% better
than the original, 18.5% better than the second-best, and 15.2% better than the third-best models under variety of
use cases. The use of a pre-trained CNN model and RNN helps reduce computational redundancy when
evaluating inclination classes, which is why this improvement has been obtained for multiple use cases. Since the
proposed model outperforms many existing models in terms of classification and inclination detection, it can be
putto good use in a wide range of real-time application deployment scenarios.

V.CONCLUSION & FUTURE SCOPE

The proposed model is capable of improving accuracy of inclination classification for multiple users due to
integration of high-density feature extraction & selection layers. These layers comprise of LSTM & GRU
Models, and are used to support classification operations. These operations showcase further enhancements due
to integration of psychological questionaries which assist in identification of instantaneous student behaviour &
inclination levels. Due to which, the model is capable of achieving 16.3 percent better accuracy than BE SEM
[3], 14.5 percent better than TeS LA [19], and 10.4 percent better than FGW ANN [32] for multiple types of
comparisons. Italso showcased 18.5% better precision than that of BE SEM [3], 14.5% better than that of TeS LA
[19], and 8.3% better than that of FGW ANN [32] based on these evaluations. The model also showcased 14.8
percent better recall than BE SEM [3], 15.4 percent better than TeS LA [19], and 18.3 percent better than FGW
ANN [32] for RFI performance under multiple evaluations. In terms of speed, when compared to BE SEM [3],
TeS LA[19], and FGW ANN [32], performs 14.5% better than the original, 18.5% better than the second-best,
and 15.2% better than the third-best models under variety of use cases. The use of a pre-trained CNN model and
RNN helps reduce computational redundancy when evaluating inclination classes, which is why this
improvement has been obtained for multiple use cases. Since the proposed model outperforms many existing
models in terms of classification and inclination detection, it can be put to good use in a wide range of real-time
application deployment scenarios. In future, the proposed model’s performance can be improved via integration
of multiple deep learning models including Generative Adversarial Networks (GANs), Q-Learning, and Auto
encoders. It must also be validated on larger sets, and can be optimized via integration of multiple bioinspired
models that can optimize accuracy and integrate large set of analysis parameters for clinical use cases.
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