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*Gaurav Trivedi

1. INTRODUCTION: 

POWER semiconductor device technology has been continually developed far to get higher 

voltage/current ratings, lower conduction/switching losses, and easier drive. As a result, the 

performance of devices has been much improved and new devices such as insulated gate bipolar 

transistors (IGBTs), integrated gate commutated thyristors (IGCTs), etc. have been presented. Among 

various power devices, the IGBT is becoming the best candidate from low- to highpower applications 

because it has advantages which include high voltage/current rating, fast switching, and easy drive 

capabilities. The recently presented IGBT has a 6.5-kV/3-kA rating. In recent years, the demand for 

high-voltage conversion applications, such as high-voltage inverters, high-voltage pulse generators, 

high-voltage dc transmission systems (HVDC),flexible ac transmission systems (FACTS), etc., have 

been increased. Since the voltage rating of these applications usually ranges several tens of kilovolts, the 

power processing cannot be accomplished with any single device. To do this, several devices should be 

connected in series and operated simultaneously. For the self turn-off device, however, the series 

operation of devices is very difficult because of tolerances in device characteristic and/or the 

mismatching of the driving circuit. Recently, the series operation technique for power semiconductor 

devices, especially IGBTs, has been introduced and discussed in [1]–[4]. One of the most important 

A B S T R A C T

For high-voltage applications, the series operation of devices is necessary to handle high voltage with 

limited voltage rating devices. In the case of self turn-off devices, however, the series operation of devices is 

very difficult. The main problem associated with series-connected devices is how to guarantee the voltage 

balance among the devices both at the static and the dynamic transient states. This paper presents a simple 

and reliable voltage-balancing circuit for the series operation of devices to overcome the disadvantages of 

solutions presented so far, such as complex control or circuit, low reliability, and limited number of devices 

to be connected. The proposed balancing circuit realizes a complete Voltage balancing at both static and 

dynamic states and allows series operation of an almost unlimited number of devices. The operation 

principle and analysis are presented and tested on 16 series connected insulated gate bipolar transistors to 

handle 20-kV/400-A switching.
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aspects in series operation of devices is to equalize the static and dynamic balancing of the voltage. The 

static voltage balancing can be simply achieved by connecting small balancing resistors in parallel with 

each device. The dynamic voltage balancing during the switching transient is much more difficult to 

achieve. Two dynamic voltage-balancing techniques are available: load-side balancing and gate— side 

balancing. The load-side balancing employs a snubber circuit and/or a clamp circuit. The snubber circuit 

and/or clamp circuit provide dynamic voltage balancing by limiting the device voltage rising rate dv/dt 

and/or clamping the peak voltage. This technique, however, cannot be used for high-power applications 

since much loss is involved in the snubber and clamp circuits which is proportional to the switching 

frequency. To solve this problem, an active gate control technique has been presented in the last few 

years, which does not degrade switching transient characteristic

Fig.1:Proposed auxiliary circuit for series operation of devices (inside dashed line )

Fig. 2. Typical voltage waveforms of IGBTs during a switching transient
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Each gate drive circuit should be actively controlled so that all device voltages are increased or 

decreased at the same rate. To do this, each voltage of the devices has to be sensed and fed back to the 

active gate control circuit, resulting in a complex drive circuit, low reliability, and increased switching 

loss [6]. Therefore, this technique may not be an economical and practical solution. In this paper, a new 

simple voltage-balancing circuit is presented for both the static and dynamic voltage balancing as shown 

in Fig. 1. This circuit, which consists of two small capacitors, three small resistors, and one small diode, 

is attached to each device and provides an active gate control effect. Additional snubber circuits or a 

special complex gate drive are not required. In addition, the proposed scheme gives a minor effect on the 

switching time so that it has much lower switching loss compared to the conventional active gate control 

technique. Therefore, the proposed technique is simple, low in cost, with high reliability and an 

unlimited number of devices to be connected in series.
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The operation principle and analysis are presented and tested on 16 series-connected IGBTs to handle 

20-kV/400-A switching. The experimental results with and without the proposed auxiliary circuit are 

compared.

Fig. 3. Operational modes. (a) Mode 1. (b) Mode 2. (c) Mode 3. (d) Mode 4. (e) Mode 5. (f) 

Mode 6.

II. SERIES OPERATION OF DEVICES:

The series operation of self turn-off devices is not easy because of the following reasons:

• unequal device switching characteristics;

• unequal device leakage current;

• unequal stray inductance in the series circuit;

• unequal gate drive delay.

Fig. 2 shows the typical waveforms of two series-connected IGBTs. After the gate signal goes off, the 

device voltages are increased in different dv/dt rates and reach unbalanced peak and steady state value. 

The difference of dv/dt and the peak mainly depend on the difference of device switching characteristics, 

stray inductance, and gate drive delay time, while the difference of steady-state voltage depends on the 

difference of the leakage current and the output capacitance of each device. If the peak voltage of one 

device goes higher than the device rating, that device will be broken and the overall system will fail. 

Therefore, the voltage-balancing technique is necessary to balance the device voltage, even when all bad 
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conditions are encountered.A simple resistive voltage-dividing circuit guarantees the voltage balance of 

devices in the static conditions. The dynamic balancing of devices, however, is much more difficult to 

achieve. Using a snubber circuit for dynamic voltage balancing is not practical, since much loss should 

be involved . The active gate control technique achieves dynamic voltage by device voltage feedback . 

This, however, has a reliability problem and additional switching loss. The proposed technique achieves 

dynamic voltage balance with a simple auxiliary circuit, which is a simple, low-cost, and reliable 

technique.

III. OPERATION PRINCIPLE:

The proposed voltage-sharing circuit consists of two capacitors, three resistors, and one diode, and all 

these components have a very small rating compared to those of the main switching devices R1, R2 are 

voltage-sharing resistors, obviously for static voltage balancing. The other components are for the 

dynamic voltage balancing. The operation of the static voltage balancing is obvious and, thus, omitted 

here. The operational mode diagrams and waveforms of the proposed circuit are shown in Figs. 3 and 4. 

To simplify operation of the dynamic voltage balancing, voltage-dividing resistors are omitted and two 

series-connected IGBTs are considered. It is assumed that Ca and Cc are charged with Vs/2and are much 

bigger (about ten times) than Cb and Cd . Therefore, Ca and Cc are considered here as constant voltage 

sources, Vs/2 and the switch S2 is turned on earlier and turned off later than S1 for any reason. GD1 and 

GD2 are basic gate drive signals. The proposed circuit has six operating modes within each switching 

period.Mode 1: S1 and S2 are turned on, the gate voltages of GD1 and GD2 are high. Because the voltage 

of Ca and Cc is Vs/2 , the voltages of Cb and Cd are charged with – Vs/2 . Diodes Da and Db block the 

reverse voltage of Vcb and Vcd .

Mode 2: The gate drivers of S1 and S2 go off but the gate driver of S2 is off a little bit earlier. The switch 

current is decreasing gradually and, at the same time, the switch voltage of S2 starts increasing first and 

that of S1 follows Cb and Cd are charged up from – Vs/2. The voltage of S2 is increased more rapidly 

than that of S1 and reaches the steady-state value Vs/2 first. The voltage of Cd also reaches zero first. 

Mode 3: Since the voltage of S1 is still lower than Vs/2, both voltages of S1 and S2 are continually 

increased, and then the voltage of S2 is increased to more than Vs/2. At the same time, the voltage of Cd 

goes positive, and this voltage is applied to the gate terminal of S2 through D2 and Rg2 resulting in 

slightly turning on of S2. Therefore, the rising voltage of S2 is decreased sharply, and then the voltage of 

Cd is also decreased trying to turn off of S2 again. At the end of this mode, the voltage of S1 reaches Vs/2 
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and then all switches are well balanced.

Fig. 4. Operational waveform

Fig. 5. Simulation circuit
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Mode 4: The switch S1 and S2 are turned off with the balanced voltage Vs/2. Load current freewheels 

through the diode.Mode 5: Now, the gate driver of S1 is on first and that of S2 follows a little bit later. 

When S1 starts turning on, the overvoltage is applied to switch S2. Then, the voltage of Cd is increased to 

positive as that of Mode 3, which turns on S2 slightly and reduces the voltage of S2. Both voltages of S1 

and S2 reach zero at the end of this mode.Mode 6: Both switches are turned on completely. The Cb and 

Cd are charged to – Vs/2, again. This is the end of one switching cycle. The dynamic voltage balancing is 

achieved at any condition of layouts, devices, and gate drivers.

IV. FEATURES OF THE PROPOSED CONVERTER:            A. Automatic Voltage Balancing

The static voltage balancing is simply achieved by the voltage-dividing resistors, as in the other 

balancing techniques[1]–[5]. The dynamic voltage balancing is automatically achieved by the action of 

the simple auxiliary circuit. The switch voltage fed back through - - ( –D2– ), which slightly turns on the 

switch again, limiting the switch voltage with the normal voltage. This action is just like the active 

voltage clamping. Therefore, the auxiliary circuit provides the dynamic voltage balancing at any 

condition, including unequal device switching characteristics, unequal stray inductance, unequal gate 

drive delay time, etc. Neither additional control circuit nor special gate drive is necessary. There is no 

additional switching loss, either. The number of devices to be connected is not limited
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Fig. 7. Simulated waveforms when the dc-link voltage is abruptly changed(top: dc-link 

voltage; bottom: gate voltage).

B. Simple and Low Loss:

The auxiliary circuit consists of all passive components and all small power ratings compared to the 

main devices. The loss involved with the auxiliary circuit is almost negligible. Therefore, the proposed 

technique is a very efficient, reliable, and economic solution.

V. DESIGN CONSIDERATIONS:

A. Decision of Capacitors

To detect the overvoltage, the voltage of capacitor Ca ( Cc ) has to be almost constant during a short 

switching period. Therefore, Ca ( Cc ) should be much bigger than capacitor Cb ( Cd ). The empirical 

range of Ca ( Cc ) is about 100 nF. The Cb ( Cd ) is charged and discharged repeatedly at every switching 

period. In order to get proper operation and to reduce loss, Cb ( Cd ) should be much smaller, although it 

depends on the switching frequency. At several kilohertz switching frequency range, 10% of Ca ( Cc ) is 

enough for Cb ( Cd ).

B. Design of Resistors

If the voltage-dividing resistors are too small, the static balancing is well achieved, but the loss is 

increased. If the resistor are too big, the static balancing will fail. Therefore, the voltage-dividing 

resistors should be designed by considering the leakage current of devices and loss. The gate resistor Rg1 

( Rg2 ) should also be designed carefully. The device voltage is fed back to the gate through Ca ( Cc ) and 

Rg1 ( Rg2 ), which provides the dynamic voltage balancing. The feedback effect is not so sensitive with 

Rg1 ( Rg2 ) , but the dynamic voltage balancing is not properly achieved if Rg1 ( Rg2 ) is too high or too 

low. (If Rg1 ( Rg2 ) is too high, the feedback effect is reduced and so is the voltage balancing or vice 

versa.) The empirical range of Rg1 ( Rg2 ) is about ten times that of Rgg1 ( Rgg2 ).
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C. DC-Link Voltage Variation

Ca ( Cc ) is constantly charged with the voltage of Vs/2 and Cb ( Cd ) is charged with – Vs/2 and 

discharged to zero according to the switching state. If the dc-link voltage is increased, the voltage of Ca ( 

Cc ) should be increased to allow proper operation. The main charging path of Ca and Cb is the Rg and 

the gate-emitter junction during the turn-off state of switches. If the dc-link voltage is increased abruptly, 

the voltage of Cb ( Cd ) can be positive and switches S1 and S2 can be turned on without the turn-on gate 

signal, resulting in undesirable operation. Therefore, the dc-link voltage should not be changed abruptly. 

This effect, however, can normally be ignored since the dc-link capacitance is usually very high and the 

voltage is changed very slowly.

VI. SIMULATION RESULTS

To verify the operation of the proposed circuit, an example circuit, two series-connected IGBTs, is 

designed as shown in Fig. 5 and simulated using PSPICE. To give an intentional difference in switching 

conditions, the gating signal of S2 is delayed 0.2 us. Fig. 6 shows the simulated waveforms during turn-

on and turn-off transients. The feedback through auxiliary circuits is shown in Fig. 6. During turn-on 

transient, the gating signal of S1 is applied first and the voltage of S1 starts decreasing, as shown in Fig. 

6(a). This means that the voltage of S2 is increasing over the steady-state voltage Vs/2. This overvoltage 

charges Cd and applies a positive voltage to the gate of S2 and, thus, S2 is turned on slightly, even though 

the real gating signal of S2 is not yet applied. Therefore, the dynamic voltage balancing is achieved 

during the turn-on transient. During the turn-off transient, S1 is turned off first and the voltage of S1 is 

increased and reaches Vs/2 first. If Vs1 is increased over the steady-state voltage Vs/2, a positive voltage 

is applied to the gate of S1 and the voltage of S1 is decreased and stays at Vs/2 until the voltage of S2 

reaches Vs/2, as shown in Fig. 6(b). Therefore, the dynamic voltage balancing is also achieved at the 

turn-off transient.

Fig. 8. Experimental circuit diagram for series operation of 16 IGBTs.



Fig. 9. Voltage and current waveforms of series-connected switches. Top:voltage (10 

kV/div); bottom: current (200 A/div). Time (5 s/div).

Fig. 7 shows the simulated waveforms when the dc-link voltage is abruptly changed to see the effect of 

dc-link voltage variation in the turn-off steady state. With a 100-V rise of dc-link voltage in 50 s, the gate 

voltage is a little increased but remains under the threshold voltage. Therefore, the unwanted turn-on 

effect of IGBTs does not occurr, unless the dc-link voltage is not changed too abruptly.
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Fig. 10. Voltage waveforms of switches during turn-off transient. (a) Withoutauxiliary 

circuit. (b)With auxiliary circuit.Voltage (200 V/div). Time (5 s/div).

VII. EXPERIMENTAL RESULTS

To verify the operation of the proposed circuit, a 20-kV 400-A single-pole switching circuit has been 

built and tested. Fig. 8 shows the experimental circuit diagram with the parts numbers of the components 

used. Sixteen IGBT modules (1200 V/400 A, SKM400GB124D from Semikron) are series connected 

with the proposed auxiliary circuit. As a loadR = 50ohms, and L= 100µH are used. All gate drivers have 

the same characteristics except those of S1. S1 is turned on a little bit later and turned off a little bit earlier 

than the others to give an intentional difference in switching conditions.

Fig. 9 shows the voltage and current waveforms of the switches connected in series. It can be seen that 

the switching waveforms are clean. just like the waveforms of a single-switch circuit, thanks to the 

voltage-balancing function of the proposed auxiliary circuit. Fig. 10 shows the voltage waveforms of 

four interesting switches during the turn-off transient period with and without the auxiliary circuit, and 

Fig. 11 shows the extended waveforms of Fig. 10. As shown in Figs. 10(a) and 11(a), there exists a big 

imbalance among the switch voltages since the auxiliary circuits are not included. The voltage of S1 is 

increased much higher than the others since S1 is turned off early. In addition, the other voltages of the 

switches are not the same, either due to small differences of characteristics and stray inductances among 

devices. The transient voltages of switches when the auxiliary circuits are included are almost the same, 

even though S1 is turned off early, thanks to the balancing action of the auxiliary circuit. The dynamic 

voltage balancing is done well. Fig. 12 shows the voltage waveforms of switches during the turn-on 
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transient. When the auxiliary circuits are not included, there exists a high voltage peak across S1 since S1 

is turned on later. When the auxiliary circuits are included, however, there is no voltage peak, as shown in 

Fig. 12(b). The voltage imbalance of switches is less than 15% during the turnoff transient and less than 

5% during the turn-on transient. The dynamic voltage balancing is performed well for both turn-on and 

turn-off transients since 20% of voltage imbalance is usually acceptable. Fig. 13 is a photograph of the 

IGBT stack with gate drivers.

Fig. 11. Extendedwaveforms of Fig. 10. (a)Without auxiliary circuit. (b)With auxiliary 

circuit. Voltage (200 V/div). Time (0.2 s/div).
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Fig. 12. Voltage waveforms of switches during turn-on transient. (a) Withoutauxiliary 

circuit. (b)With auxiliary circuit. Voltage (200 V/div). Time (0.2µs/div).
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Fig. 13. Photograph of the series-stacked IGBTs with gate drivers.

VIII. CONCLUSION

A novel technique for series operation of IGBTs was presented. The operation, analysis, features, and 

design considerations were illustrated and verified by the experimental results on a 20-kV/400-A 

prototype with 16 series-connected IGBTs. It has been shown that the dynamic voltage balancing as well 

as the static balancing are well achieved with the proposed auxiliary circuit. The proposed technique has 

many distinctive advantages over those previously presented, as follows:

• simple and low cost;

• high reliability;

• extendibility (unlimited number);

• no additional loss.

These advantages make the proposed technique very promising for high-voltage high-power 

applications.
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*R.Bhanumathi 
**G.R.Suresh

1. INTRODUCTION: 

In recent years breast cancer was found to be the most recurrent form of cancer in women. The use of 

mammography as a screening tool for the detection of early breast cancer in otherwise healthy women 

without symptoms continues to be debated. Critic point out that a large number of women need to be 

screened to locate cancer, two-thirds of the decrease in cancer deaths is due to mammography screening. 

There is evidence which shows that early diagnosis and treatment of breast cancer can significantly 

increase the chance of survival for patients [1]–[4]. The earlier the cancer is detected, better the chances 

that a proper treatment can be arranged. At present, there are no effective ways to prevent breast cancer, 

because its origin remains unidentified. However, efficient identification of breast cancer in its early 

stages can give a woman a better chance of full improvement. Therefore, early detection of breast cancer 

can play an important role in reducing the associated morbidity and death rates. 

Computer-aided detection is a system which is specifically planned to spot the abnormalities in 

mammograms such as calcification, masses, architectural distortion and bilateral asymmetry and aid the 

radiologist in detecting apprehensive areas on the mammograms. For research scientists, there are more 

than a few interesting research topics in cancer detection and diagnosis system, such as high-efficiency, 

A B S T R A C T

Breast cancer is one of the frequent and leading causes of mortality among woman, especially in developed 

countries. Early detection and treatment of breast cancer are the most effective method for detecting breast 

cancer at the early stage. Computer-aided-detection (CAD) system can plays a vital-role in the early 

detection of breast cancer and can reduce the death rate among women with breast cancer. This paper aims to 

provide an overview of recent advances in the development of CAD systems and related techniques. 

Primarily we begin with a detailed introduction of some basic concepts related to breast cancer detection, 

then focus on the key CAD techniques developed recently for breast cancer, including comparative analysis 

on detection of masses, calcification, architectural distortion, and bilateral asymmetry in mammograms. 
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high-accuracy lesion detection algorithms, including the detection of masses, calcification, architectural 

distortion, and bilateral asymmetry in mammograms. This paper deals with the basic concepts related to 

breast cancer detection and focuses on CAD techniques that are developed recently for breast cancer. As 

a result, comparison of comparative analysis of masses, calcification, architectural distortion, bilateral 

asymmetry in mammograms is done. This paper is organized as follows. Section II, presents the related 

works undergone in CAD systems for breast cancer, including many newly developed algorithms for 

detection of masses, calcification, architectural distortion and bilateral asymmetry in mammograms. 

Section III, describes the experimental results and section IV concludes the paper.

2. RELATED WORKS

Even though many techniques have been put forth so far, the growth of new algorithms for Computer-

aided-detection of breast cancer is still an active research field, mainly in regard to the detection of slight 

abnormalities in mammograms [20]. In this section, different techniques for the detection of masses, 

calcification, architectural distortion, bilateral asymmetry in mammograms is reviewed. 

2.1. Microcalcification MC Clusters in Mammograms

By analyzing a mammogram, pathologists could detect the presence of microcalcification in ones breast. 

Microcalcifications are tiny granule-like deposits of calcium as shown in Fig (1). The occurrence of 

clustered microcalcification in X ray mammograms is an important display for the detection of breast 

cancer, particularly for individual microcalcification with diameters of about 0.7 mm and with an 

average diameter of 0.3mm [5]. Radiologists describe a cluster of microcalcification as the occurrence of 

three or more visible microcalcification within a square centimetre region of the mammogram [5]. The 

detection of clustered microcalcification in mammograms has been of great interest to many researchers 

[6]–[15]. MC detection methods could be broadly separated into four categories: 1) basic image 

enhancement methods; 2) stochastic modeling methods; 3) multiscale decomposition methods; and 4) 

machine learning methods.  

Wavelet transform is basically a filtering technique that represents images hierarchically on the basis of 

scale or resolution. Nakayama et al [18] proposed a computerized scheme for detecting early-stage 

microcalcification clusters in mammograms. It developed a novel filter bank based on enhancement of 

NC, enhancement of NLC, sub images can be used to reconstruct the original image. It was shown to 
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have potential to detect microcalcification clusters with a clinically acceptable sensitivity and low false 

positives. 

Liyang et al. [19] investigated the use of SVM, KFD, RVM, and committee machines for classification 

of clustered MCs in digital mammograms. These different classifier models were trained using 

supervised learning to classify whether a cluster of  microcalcification is benign or malignant, based on 

quantitative image features extracted from the microcalcification. 

Fig. 1. Left: a CC view mammogram; right: expanded view showing clustered Mcs. 

MCs is small granule-like deposits of calcium, and appear as bright spots in a 

mammogram 

2.2. Masses in Mammograms 

A mass is defined as a space-occupying lesion seen in more than one projection [21]. A mass is regularly 

characterized by its shape and margin [20], [22]. In general, a mass with a normal shape has a higher 

probability of being benign, whereas a mass with an unequal shape has a advanced probability of being 

malignant as shown in Fig (2). In the pixel-based approaches, features are extracted for each pixel and 

classified as suspicious or normal [20]. The subsequent approach for mass detection is region-based 

[20]. In the region-based approach, ROIs are segmented, and then, features are extracted from each 

region, which are then used to classify the regions as suspicious or not suspicious.

Lubomir et al.[23] proposed a hybrid unsupervised and a supervised model to improve classification 
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performance. The classes were separated into two type, individual containing only malignant masses 

and the supplementary containing a mix of malignant and benign masses. The masses from the 

malignant classes are classified by ART2 and the masses from the varied classes were input to a 

supervised linear discriminate classifier (LDA).

Fig. 2. A Sample Mammographic Image from Our Data Set 

2.3. Architectural Distortion in Mammograms 

The normal architecture (of the breast) is distorted with no definite mass visible. This includes 

speculations radiating from a point and focal retraction at the edge of the parenchyma. Architectural 

distortion also is an associated finding as shown in Fig (3). Architectural distortion is the third most 

general mammographic sign of nonpalpable breast cancer [25], [26] [27], [28]. But due to its subtlety 

and changeable presentation, it is often missed during screening. 

Sujoy et al. [29] proposed the problem of categorizing a mammographic region-of-interest (ROI) as a 

two class classification problem as AD or non-AD [29]. The two-layer architecture first collects low-

level rotation-invariant textural features at different scales and then learns latent textural primitives from 

the collected features by GMM.

Rangaraj et al. [30] proposed methods for the detection of architectural distortion in prior 

mammographic images of interval-cancer cases. The methods are based upon the analysis of spicularity 

and angular dispersion caused by architectural distortion. Novel measures of spicularity and angular 

dispersion are proposed for the characterization and detection of architectural distortion using the 
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mammographic image, Gabor magnitude response and Gabor angle response and coherence.

Fig. 3. A prior mammogram of an interval-cancer case with architectural distortion

2.4. Bilateral Asymmetry in Mammograms 

Asymmetry between the left and right mammograms of a specified subject is a main sign used by 

radiologists to diagnose breast cancer [30]. The BI-RADS [21], [25], [31], [32]. Description of 

asymmetry indicates the occurrence of a greater density of breast tissue not including a distinct mass, in 

one breast as compare to the corresponding area in the other breast. Examination of asymmetry can give 

clues about the early signs of breast cancer, such as increasing densities, parenchymal distortion, and 

tiny asymmetric dense regions as shown in Fig (4). 

Ferrari et al. [33] proposed a new scheme based upon a bank of self-similar Gabor functions and the 

Karhunen–Loève (KL) transform to analyze directional components of images [19]. The method is 

applied to detect global signs of asymmetry in the fibro-glandular discs of the left and right 

mammograms of a given subject. Jelena et al. [34] proposed a method for bilateral asymmetry detection 

in which the left and right breasts were aligned using the B-spline interpolation. After the breast 

alignment the differential analysis was performed. The difference between the breasts was calculated 

using simple subtraction technique.



Fig. 4. Bilateral Asymmetry

3. Experimental results and Discussion 

3.1. Comparative analysis based on sensitivity 

Table 1 displays the Performance of Sensitivity of all the four types of CAD systems namely 

microcalcification, masses, architectural distortion and bilateral asymmetry. The sensitivity works best 

in case of both microcalcification and masses and poor in case of architectural distortion and bilateral 

asymmetry. In fig 5 shows the graphical representation of sensitivity performance in types of CAD 

system. 

Table 1. Performance of Sensitivity in different CAD system
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Fig 5: Performance of Sensitivity in different CAD System zz

3.2. Comparative analysis based on sensitivity 

In table II shows the Specificity works best in case of architectural distortion and poor in case of 

microcalcification, masses and bilateral asymmetry. However the corresponding specificity of bilateral 

asymmetry is 52.4% were incorrectly classified. In fig 6 shows the graphical representation of specificity 

performance in types of CAD system.

Table 2: Performance of Specificity in different CAD system
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Fig 6: Performance of Specificity in different CAD System 

3.3. Comparative analysis based on accuracy 

In table III shows the average accuracy of types of CAD system. It was found that accuracy for masses 

and microcalcification is high when compared to architectural distortion and bilateral asymmetry CAD 

systems. The masses have high accuracy 84.8% and low accuracy rate of 67.4% in case of bilateral 

asymmetry. In fig 7 shows the graphical representation of average accuracy in types of CD Systems. 

Table 3: Performance of Average Accuracy in different CAD system
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Fig 7: Performance of Average Accuracy in different CAD System 

Upcoming work on computer-aided breast cancer detection should focus on the consideration in 

improving the performance of CAD systems. Even though present CAD systems have not been fully 

doing well, we believe that advance studies on CAD systems and related technique should help develop 

their performance, and in this manner facilitate them to gain more widespread adoption in breast care 

clinics. For MC detection, the last two decades have witnessed a great number of MC detection 

algorithms developed for mammograms. In current years, several CAD systems that support MC 

detection have been deployed for clinical use. 

4. CONCLUSION 

Computer-Aided-Detection (CAD) is a vital system for early detection of breast cancer. A noteworthy 

amount of work has been done in this area over the past 20 years. On the other hand, the performance of 

current CAD systems still needs improvement to fully meet up the requirements for everyday clinical 

applications. This paper has discussed an outline of the recent advances in CAD systems and related 

techniques, described some fundamental concepts related to breast cancer detection, including 

comparative analysis of detection of masses, calcification, architectural distortion and bilateral 

asymmetry in mammograms. Even though important improvement has been made more than the last 20 

years, a large amount of work still needs to be done to build up more effective CAD systems. 
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1. INTRODUCTION: 

The general idea for achieving error detection and correction is to add some redundancy (i.e., some extra 

data) to a message, which receivers can use to check consistency of the delivered message, and to 

recover data determined to be corrupted. Error-detection and correction schemes can be either 

systematic or non-systematic: In a systematic scheme, the transmitter sends the original data, and 

attaches a fixed number of  check bits (or parity data), which are derived from the data bits by some 

deterministic algorithm. If only error detection is required, a receiver can simply apply the same 

algorithm to the received data bits and compare its output with the received check bits; if the values do 

not match, an error has occurred at some point during the transmission. In a system that uses a non-

systematic code, the original message is transformed into an encoded message that has at least as many 

bits as the original message. Error-detecting and correcting codes can be generally distinguished 

between random-error-detecting / correcting and burst-error-detecting/correcting. Some codes can also 

be suitable for a mixture of random errors and burst errors.

A B S T R A C T

The technology advancements in scaling-smaller dimensions, higher integration densities, and lower 

operating voltages-has lead to reduction of reliability not only in extreme radiation environments like 

spacecraft and avionics , but also in terrestrial environments. SRAM memory failure rates are increasing 

significantly, thereby raising a major reliability problem for many applications. This paper presents an error-

detection method for difference-set cyclic codes with majority logic decoding. Majority logic decodable 

codes are suitable for memory applications due to their capability to correct a large number of errors. 

However, they require a large decoding time that impacts memory performance. The proposed fault-

detection method significantly reduces memory access time when there is no error in the data read. The 

technique uses the majority logic decoder itself to detect failures, which makes the area overhead minimal 

and keeps the extra power consumption low. This technique will tend to correct burst errors of any length.

Index Terms : Error correction Schemes (ECC), Majority Logic Decoding (MLD), Low Density Parity 

Check Codes (LDPC).

EFFICIENT FAULT DETECTION CODES 



The various error correction schemes available are Hash function, Repetition codes, Parity bits, Check 

sums, Cryptographic Hash function, Cyclic redundancy Checks and etc.,. 

TMR, a error correcting mechanism having complexity overhead three times plus the complexity of the 

majority voter and consumes more power. ECC codes are the best way to mitigate memory soft errors. 

The usual multi error correction codes, such as Reed–Solomon (RS) or Bose–Chaudhuri–Hocquenghem 

(BCH) are not suitable for this task. The reason for this is that they use more sophisticated decoding 

algorithms. Cyclic block codes have been identified as good candidates, due to their property of being 

majority logic (ML) decodable and it is very simple to implement. But the drawback of ML decoding is 

that, for a coded word of N -bits, it takes N cycles in the decoding process, posing a big impact on system 

performance. The simplest way to implement a fault detector for an ECC is by calculating the syndrome, 

but this generally implies adding another very complex functional unit. Among the ECC codes that meet 

the requirements of higher error correction capability and low decoding complexity, cyclic block codes 

have been identified as good candidates, due to their property of being majority logic (ML) decodable 

[7], [8]. 

In this paper, we will focus on one specific type of LDPC codes, namely the difference-set cyclic codes 

(DSCCs), which is widely used in the Japanese tele text system or FM multiplex broadcasting systems 

[12]-[14]. The main reason for using ML decoding is that it is very simple to implement and thus it is very 

practical and has low complexity. The drawback of ML decoding is that, for a coded word of N-bits, it 

takes N cycles in the decoding process. One way of coping with this problem is to implement parallel 

encoders and decoders. This solution would enormously increase the complexity and, therefore, the 

power consumption. As most of the memory reading accesses will have no errors, the decoder is most of 

the time working for no reason. This has motivated the use of a fault detector module [11] that checks if 

the codeword contains an error and then triggers the correction mechanism accordingly. In this case, 

only the faulty code words need correction, and therefore the average read memory access is speeded up, 

at the expense of an increase in hardware cost and power consumption. A similar proposal has been 

presented in [15] for the case of flash memories. This paper explores the idea of using the ML decoder 

circuitry as a fault detector so that read operations are accelerated with almost no additional hardware 

cost. The results show that the properties of DSCC-LDPC enable efficient fault detection. 
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II. EXISTING ERROR CORRECTION METHODOLOGIES 

 A. Plain ML Decoder

The ML decoder is a simple and powerful decoder, capable of correcting multiple random bit-flips 

depending on the number of parity check equations. It consists of four parts: 1) a cyclic shift register; 2) 

an XOR matrix; 3) a majority gate; and 4) an XOR for correcting the codeword bit under decoding, as 

illustrated in Fig. 2. The input signal is initially stored into the cyclic shift register and shifted through all 

the taps. The intermediate values in each tap are then used to calculate the results of the check sum 

equations from the XOR matrix. In the cycle, the result has reached the final tap, producing the output 

signal (which is the decoded version of input). As stated before, input might correspond to wrong data 

corrupted by a soft error. To handle this situation, the decoder would behave as follows. 

After the initial step, in which the codeword is loaded into the cyclic shift register, the decoding starts by 

calculating the parity check equations hardwired in the XOR matrix. The resulting sums are then 

forwarded to the majority gate for evaluating its correctness. If the number of 1’s received in is greater 

than the number of 0’s that would mean that the current bit under decoding is wrong and a signal to 

correct it would be triggered. Otherwise, the bit under decoding would be correct and no extra operations 

would be needed on it. In the next step, the content of the registers are rotated and the above procedure is 

repeated until all codeword bits have been processed. Finally, the parity check sums should be zero if the 

codeword has been correctly decoded. Further details on how this algorithm works can be found in [6]. 

The whole algorithm is depicted in Fig. 3. The previous algorithm needs as many cycles as the number of 

bits in the input signal, which is also the number of taps, in the decoder. This is a big impact on the 

performance of the system, depending on the size of the code. For example, for a codeword of 73 bits, the 

decoding would take 73 cycles, which would be excessive for most applications.
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Fig.1 Schematic of plain ML decoder

Fig.2 Flow diagram of MLD
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B. Plain MLD with Syndrome Fault Detector (SFD) 

In order to improve the decoder performance, alternative designs may be used. One possibility is to add a 

fault detector by calculating the syndrome, so that only faulty code words are decoded [11]. Since most 

of the code words will be error-free, no further correction will be needed, and therefore performance will 

not be affected. Although the implementation of an SFD reduces the average latency of the decoding 

process, it also adds complexity to the design (see Fig. 4). The SFD is an XOR matrix that calculates the 

syndrome based on the parity check matrix. Each parity bit results in a syndrome equation. Therefore, 

the complexity of the syndrome calculator increases with the size of the code. 

Fig.3 Plain ML decoder with SFD 

A faulty code word is detected when at least one of the syndrome bits is “1.” This triggers the MLD to 

start the decoding, as explained before. On the other hand, if the codeword is error -free, it is forwarded 

directly to the output, thus saving the correction cycles. In this way, the performance is improved in 

exchange of an additional module in the memory system: a matrix of XOR gates to resolve the parity 

check matrix, where each check bit results into a syndrome equation. This finally results in a quite 

complex module, with a large amount of additional hardware and power consumption in the system.

III. PROPOSED METHODOLOGY 

This section presents a modified version of the ML decoder that improves the designs presented before. 

Starting from the original design of the ML decoder introduced in [8], the proposed ML detector/decoder 
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(MLDD) has been implemented using the difference-set cyclic codes (DSCCs) [16]–[19]. This code is 

part of the LDPC codes, and, based on their attributes, they have the following properties: 

• ability to correct large number of errors; 

• sparse encoding, 

• decoding and checking circuits synthesizable into simple hardware; 

• modular encoder and decoder blocks that allow an efficient hardware implementation; 

• systematic code structure for clean partition of information and code bits in the memory. 

An important thing about the DSCC is that its systematical distribution allows the ML decoder to 

perform error detection in a simple way, using parity check sums (see [6] for more details). However, 

when multiple errors accumulate in a single word, this mechanism may misbehave, as explained in the 

following. In the simplest error situation, when there is a bitflip in a codeword, the corresponding parity 

check sum will be “1,” .However, in the case of the code word is affected by two bit-flips in bit 42 and bit 

25, which participate in the same parity check equation. So, the check sum is zero as the parity does not 

change. Finally if there is three bit-flips which again are detected by the check sum (with a “1”). As a 

conclusion of these examples, any number of odd bit flips can be directly detected, producing a “1” in the 

corresponding equation.
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Fig.4 Flow diagram of proposed method

Fig.5 Schematic of MLDD

The problem is in those cases with an even numbers of bit-flips, where the parity check equation would 

not detect the error. In this situation, the use of a simple error detector based on parity check sums does 

not seem feasible, since it cannot handle “false negatives” (wrong data that is not detected). 

However, the alternative would be to derive all data to the decoding process (i.e., to decode every single 

word that is read in order to check its correctness), as explained in previous sections, with a large 

performance overhead. Since performance is important for most applications, we have chosen an 

intermediate solution, which provides a good reliability with a small delay penalty for scenarios where 

up to five bit-flips may be expected (the impact of situations with more than five bit-flips will be analyzed 

in Section IV-A).

This proposal is one of the main contributions of this paper, and it is based on the following hypothesis: 

Given a word read from a memory protected with DSCC codes, and affected by up to five bit - flips, all 

errors can be detected in only three decoding cycles. This is a huge improvement over the simpler case, 

where decoding cycles are needed to guarantee that errors are detected. 
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In general, the decoding algorithm is still the same as the one in the plain ML decoder version. The 

difference is that instead of decoding all codeword bits by processing the ML decoding during cycles, the 

proposed method stops intermediately in the third cycle, as illustrated in Fig. 6. If in the first three cycles 

of the decoding process, the evaluation of the XOR matrix for all is “0,” the codeword is determined to be 

error-free and forwarded directly to the output. If it contains in any of the three cycles at least a “1,” the 

proposed method would continue the whole decoding process in order to eliminate the errors. A detailed 

schematic of the proposed design is shown in Fig. 7. The figure shows the basic ML decoder with an -tap 

shift register, an XOR array to calculate the orthogonal parity check sums and a majority gate for 

deciding if the current bit under decoding needs to be inverted. Those components are the same as the 

ones for the plain ML decoder shown in Fig. 2. 

The additional hardware to perform the error detection is illustrated in Fig. 6 as: i) the control unit which 

triggers a finish flag when no errors are detected after the third cycle. The output tri state buffers are 

always in high impedance unless the control unit sends the finish signal so that the current values of the 

shift register are forwarded to the output. The control schematic is illustrated in Fig. 8. The control unit 

manages the detection process. It uses a counter that counts up to three, which distinguishes the first three 

iterations of the ML decoding. In these first three iterations, the control unit evaluates the by combining 

them with the OR1 function. This value is fed into a three-stage shift register, which holds the results of 

the last three cycles. 

Fig.6 Control unit of MLDD
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In the third cycle, the OR2 gate evaluates the content of the detection register. When the result is “0,” the 

FSM sends out the finish signal indicating that the processed word is error-free. In the other case, if the 

result is “1,” the ML decoding process runs until the end. This clearly provides a performance 

improvement respect to the traditional method. Most of the words would only take three cycles (five, if 

we consider the other two for input/output) and only those with errors (which should be a minority) 

would need to perform the whole decoding process. The schematic for this memory system is very 

similar to the one in Fig. 1, adding the control logic in the MLDD module. 

FAULT SECURE MEMORY SYSTEM

Scrubbing of memory enables the periodic error detection and correction procedure to be repeated, 

thereby preventing error propagation to unaffected locations. It also increases the probability of reading 

the data without errors, which takes only five cycles for MLDD decoding ensuring safety and timely 

information. 

IV.SIMULATION RESULTS 

Fig.7 Model sim wave editor showing error detection within 3 cycles.
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V. CONCLUSION 

 

In this paper, a fault-detection mechanism, MLDD, has been presented based on ML decoding using the 

DSCCs. Exhaustive simulation test results show that the proposed technique is able to detect any pattern 

of up to five bit-flips in the first three cycles of the decoding process. This improves the performance of 

the design with respect to the traditional MLD approach. On the other hand, the MLDD error detector 

module has been designed in a way that is independent of the code size. This makes its area overhead 

quite reduced compared with other traditional approaches such as the syndrome calculation (SFD). In 

addition, a scrubbing technique is included with the proposed MLDD scheme for preventing error 

propagation and reducing iterations needed for decoding. 
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1. INTRODUCTION: 

Encryption is the process of transforming information (referred to as plaintext) using an algorithm 

(called a cipher) to make it unreadable to anyone except those possessing special knowledge, usually 

referred to as a key. The result of the process is information (in cryptography, referred as cipher text). The 

reverse process, i.e., to make the encrypted information readable again, is referred as decryption (i.e., to 

make it unencrypted). 

The objective of image compression is to reduce irrelevance and redundancy of the image data in order 

to be able to store or transmit data in an efficient form. Image compression may be lossy or lossless. 

Lossless compression is preferred for archival purposes and often for medical imaging, technical 

drawings, clip art, or comics. This is because lossy compression methods, especially when used at low 

bit rates, introduce compression artifacts. Lossy methods are especially suitable for natural images such 

as photographs in applications where minor (sometimes imperceptible) loss of fidelity is acceptable to 

A B S T R A C T

Data transmission is boon to communication. In having secured and efficient data transfer within allotted 

bandwidth, the compression and encryption technology are of vital importance. The way in which data is 

compressed and encrypted also plays major role for optimization. Having compression after encrypting the 

source yields better result than with other case. Security is enhanced by having two separate keys for data 

and image. 

With an encrypted image containing additional data, if a receiver has the data-hiding key, it can extract the 

additional data though it does not know the image content. If the receiver has the encryption key, it can 

decrypt the received data to obtain an image similar to the original one, but cannot extract the additional 

data. If the receiver has both the data-hiding key and the encryption key, it can extract the additional data and 

recover the original content without any error by exploiting the spatial correlation in natural image when the 

amount of additional data is not too large. 

Index Terms: Data Hiding, Encryption, Decryption, correlation.

AN EFFICIENT DATA HIDING IN ENCRYPTED IMAGE 
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achieve a substantial reduction in bit rate. The lossy compression that produces imperceptible 

differences may be called visually lossless. Encryption, by itself, can protect the confidentiality of 

messages, but other techniques are still needed to protect the integrity and authenticity of a message; for 

example, verification of a message authentication codes (MAC) or a digital signature. Standards and 

cryptographic software and hardware to perform encryption are widely available, but successfully using 

encryption to ensure security may be a challenging problem. A single slip-up in system design or 

execution can allow successful attacks. Sometimes an adversary can obtain unencrypted information 

without directly undoing the encryption. See, e.g., traffic analysis, TEMPEST, or Trojan horse.

When doing compression before the encryption there is not improvement in compression gain. 

Moreover the information security plays a vital role than any other parameters in network 

communication. Considering all the factors in mind a solution must be attained that could satisfy 

security transmission as well as data compaction, which facilitates freer bandwidth for additional data 

transfer in the same time interval. The source is first compressed to its entropy rate using a standard 

source coder. Then, the compressed source is encrypted using one of the many widely available 

encryption technologies. At the receiver, decryption is performed first, followed by decompression. In 

this paper, we investigate the novelty of reversing the order of these steps, i.e., first encrypting and then 

compressing the encrypted source, as shown in Fig. 2. The compressor does not have access to the 

cryptographic key, so it must be able to compress the encrypted data (also called ciphertext) without any 

knowledge of the original source. At first glance, it appears that only a minimal compression gain, if any, 

can be achieved, since the output of an encryption will look very random.

However, at the receiver, there is a decoder in which both decompression and decryption are performed 

in a joint step. A significant compression ratio can be achieved if compression is performed after 

encryption. This is true for both lossless and lossy compression. In some cases, we can even achieve the 

same compression ratio as in the standard case of first compressing and then encrypting. The fact that we 

can still compress the encrypted source follows directly from distributed source-coding theory. 

II.EXISTING METHODS 

As an effective and popular means for privacy protection, encryption converts the ordinary signal into 

unintelligible data, so that the traditional signal processing usually takes place before encryption or after 

decryption. However, in some scenarios that a content owner does not trust the processing service 



International Journal in IT & Engineering (Volume- 13, Issue - 2, May - August 2025)                                                         Page No. 41

provider, the ability to manipulate the encrypted data when keeping the plain content unrevealed is 

desired. 

Fig.1 Existing encryption methodology 

For instance, when the secret data to be transmitted are encrypted, a channel provider without any 

knowledge of the cryptographic key may tend to compress the encrypted data due to the limited channel 

resource. While an encrypted binary image can be compressed with a lossless manner by finding the 

syndromes of low-density parity-check codes [3], a lossless compression method for encrypted gray 

image using progressive decomposition and ratecompatible punctured turbo codes is developed in [2]. 

With the lossy compression method an encrypted gray image can be efficiently compressed by 

discarding the excessively rough and fine information of coefficients generated from orthogonal 

transform. 

When having the compressed data, a receiver may reconstruct the principal content of original image by 

retrieving the values of coefficients. The computation of transform in the encrypted domain has also 

been studied. Based on the homomorphic properties of the underlying cryptosystem, the discrete Fourier 

transform in the encrypted domain can be implemented. A composite signal representation method 

packing together a number of signal samples and processing them as a unique sample is used to reduce 

the complexity of computation and the size of encrypted data. In a buyer–seller watermarking protocol, 

the seller of digital multimedia product encrypts the original data using a public key, and then permutes 

and embeds an encrypted fingerprint provided by the buyer in the encrypted domain. After decryption 

with a private key, the buyer can obtain a watermarked product. This protocol ensures that the seller 
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cannot know the buyer’s watermarked version while the buyer cannot know the original version.

III. PROPOSED METHODOLOGY 

The proposed scheme is made up of image encryption, data embedding and dataextraction/image-

recovery phases. The content owner encrypts the original uncompressed image using an encryption key 

to produce an encrypted image. Then, the data-hider compresses the least significant bits (LSB) of the 

encrypted image using a data-hiding key to create a sparse space to accommodate the additional data. At 

the receiver side, the data embedded in the created space can be easily retrieved from the encrypted 

image containing additional data according to the data-hiding key. Since the data embedding only affects 

the LSB, a decryption with the encryption key can result in an image similar to the original version.

Fig.2 Flow diagram of proposed method 

When using both of the encryption and data-hiding keys, the embedded additional data can be 

successfully extracted and the original image can be perfectly recovered by exploiting the spatial 

correlation in natural image. Fig. 2 shows the three cases at the receiver side. 
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Fig.3 Proposed receiver architecture

We will consider the three cases as in fig 3 that a receiver has only the data-hiding key, only the 

encryption key, and both the data-hiding and encryption keys, respectively. With an encrypted image 

containing embedded data, if the receiver has only the data-hiding key, he may first obtain the values of 

the parameters M,L and S from the LSB of the Np selected encrypted pixels. Then, the receiver permutes 

and divides the other N-Np pixels into (N-Np)/L groups and extracts the S embedded bits from the M 

LSB-planes of each group. When having the total (N-Np)*(S/L) extracted bits, the receiver can divide 

them into Np original LSB of selected encrypted pixels and (N-Np)*(S/L) - Np additional bits. Note that 

because of the pseudo-random pixel selection and permutation, any attacker without the data-hiding key 

cannot obtain the parameter values and the pixel-groups, therefore cannot extract the embedded data. 

Furthermore, although the receiver having the data-hiding key can successfully extract the embedded 

data, he cannot get any information about the original image content. Consider the case that the receiver 

has the encryption key but does not know the data-hiding key. Clearly, he cannot obtain the values of 

parameters and cannot extract the embedded data. 

However, the original image content can be roughly recovered. Denoting the bits of pixels in the 

encrypted image containing embedded data as

the receiver can decrypt the received data
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where r  are derived from the encryption key. The gray values of decrypted pixels areij ,n

Since the data-embedding operation does not alter any MSB of encrypted image, the decrypted MSB 

must be same as the original MSB. So, the content of decrypted image is similar to that of original image. 
sThe probability of this case is (1/2 ), and, in this case, the original(M*L-S) bits in the M LSB-planes can 

be correctly decrypted. Since S is significantly less than M*L, we ignore the distortion at other S 

decrypted bits. If there are nonzero bits among B(k,M*L-S+1), B(k,M*L-S+2),…… B(k,M*L), the 

encrypted data in the M LSBplanes have been changed by the data-embedding operation, so that the 

decrypted data in the M LSB-planes differ from the original data. The distortion in the N  selected pixels p

is also ignored since their number is significantly less than the image size N. So, the value of PSNR in the 

directly decrypted image is 

PSNR=10*(log��(AE)) 

Where AE is average energy of distortion. Table I gives the theoretical values of PSNR with respect to S 

and M.

If the receiver has both the data-hiding and the encryption keys, he may aim to extract the embedded data 

and recover the original image. According to the data-hiding key, the values of M, L and S, the original 

LSB of the N  selected encrypted pixels, and the (N- Np ).(S/L)- N ) additional bits can be extracted from p p

the encrypted image containing embedded data. By putting the N  LSB into their original positions, the p

encrypted data of the N  selected pixels are retrieved, and their original gray values can be correctly p

decrypted using the encryption keys. In the following, we will recover the original gray values of the 

other (N- N  ) pixels. For each vector, we attempt to put the elements in it to the original positions to get p

an encrypted pixel-group and then decrypt the pixel-group using the encryption key. Denoting the 

decrypted pixel-group as Gk and the gray values in it as t  , calculate the total difference between the i,j

decrypted and estimated gray values in the group. The estimated gray values is generated from the 

neighbors in the directly decrypted image. 

Clearly, the estimated gray values in (16) are only dependent on the MSB of neighbor pixels. Thus, we 
S Shave 2S different D corresponding to the 2  decrypted pixel-group Gk. Among the 2  decrypted pixel-

group, there must be one that is just the original gray values and possesses a low D because of the spatial 

correlation in natural image. So, we find the smallest D and regard the corresponding vector as the actual 
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vector and the decrypted t  as the recovered content. A  long as the number of pixels in a group is si,j

sufficiently large and there are not too many bits embedded into each group, the original content can be 

perfectly recovered by the spatial correlation criterion. Since the 2  different D must be calculated in S

each group, the computation complexity of the content recovery is O(N.2 ). On the other hand, if more S

neighboring pixels and a smarter prediction method are used to estimate the gray values, the 

performance of content recovery will be better, but the computation complexity is higher. 

IV.SIMULATION RESULTS 

Fig.4 image before encryption and data hiding

Fig.5 View of encrypted and data hided image 
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Fig.6 Image and data recovery in bit format

V. CONCLUSION 

 

A novel scheme for separable reversible data hiding in encrypted image is proposed, which consists of 

image encryption, data embedding and data-extraction/image-recovery phases. In the first phase, the 

content owner encrypts the original uncompressed image using an encryption key. Although a data-hider 

does not know the original content, he can compress the least significant bits of the encrypted image 

using a data-hiding key to create a sparse space to accommodate the additional data. With an encrypted 

image containing additional data, the receiver may extract the additional data using only the data-hiding 

key, or obtain an image similar to the original one using only the encryption key. When the receiver has 

both of the keys, he can extract the additional data and recover the original content without any error by 

exploiting the spatial correlation in natural image if the amount of additional data is not too large. If the 

lossless compression method in [1] or [2] is used for the encrypted image containing embedded data, the 

additional data can be still extracted and the original content can be also recovered since the lossless 

compression does not change the content of the encrypted image containing embedded data. However, 

the lossy compression method in [3] compatible with encrypted images generated by pixel permutation 

is not suitable here since the encryption is performed by bit-XOR operation. In the future, a 

comprehensive combination of image encryption and data hiding compatible with lossy compression 

deserves further investigation. 
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1. INTRODUCTION: 

Digital image processing is a quickly growing technology which is employed in medical, defense, 

agriculture, transmission and encoding and many other fields. The method processes digital images as 

input to extract some significant aspects from it as an output. Image processing is an important process of 

analysis and manipulation of the digital images to advance image quality by submitting some efficient 

algorithms on it.

1. Steganography is very famous and unique instrument for concealing any kind of information into 

cover media (audio, video, image, text) in such a way that no one can imagine that a secret data exists 

behind the cover media.

2. It provides more protective communication between two intended parties. Performance of 

steganography depends on two important factors. The first one, embedding efficiency deals with the 

A B S T R A C T

The image processing is the method which is employed to process the image pixels for different objectives. 

The image data is very sensitive. In order to provide security to image data, various techniques has been 

proposed in the present times. Among these numerous proposed methods, image steganography is one of the 

most efficient techniques and methods which provide greater protection to the image data. In the image 

steganography the sensitive data can be hidden inside the image. The two steps are involved to implement 

image steganography, in the first step properties of the image are analyzed and in the second phase encoding 

scheme is implemented to generate final steganography image. In this paper, various techniques of an image 

steganography are discussed and reviewed in terms of various parameters.

Keywords: Steganography, Information hiding, image properties.

Increasing Security of Images through Image Steganography: 
A Review
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amount of secret data can be hidden in the cover media. The second one is embedding payload, refers to 

the capacity of the cover media to hide as much as data with minimum distortion.

Figure:Common Stegangraphic Model

Video Steganography

In video steganography, a secret data is concealed into a cover video. Video has an enormous capacity to 

hide secret data than a cover image. Video decomposes into a number of frames and then the encoded 

secret message is implanted into a selected video frame which bestows greater security than image 

steganography. The process of message embedding dependsupon two techniques i.e. spatial domain and 

transform domain. 

Spatial Domain VideoSteganography: There are multiple methods which are extensively employed 

for video steganography, based on spatial domain. These methods change the image pixel values for 

hiding secret data. 

A. Least Significant Bit (LSB) 



International Journal in IT & Engineering (Volume- 13, Issue - 2, May - August 2025)                                                        Page No. 51

It is one of the famous techniques for hiding the bits of secret message in the least significant bits of cover 

image pixels. The resulted stego image looks very similar to the original image [3]. The concealing 

ability of LSB method can be enhanced by employing up to 4 least significant bits of each pixel which is 

also quite hard to detect. This method is very simple and less robust. It has high embedding capacity, high 

visual quality and high detectability.

B. Pixel Value Differencing (PVD) 

In this method, for inserting a secret message, the cover image is divided into nonoverlapping blocks of 

two consecutive pixels. To determine how many bits of secret message should be embedded inside a 

cover image, the difference between two consecutive pixels values is computed [4]. Large difference 

value is to be considered in edge area and small difference value is to be considered in smooth area. 

Human eyes are very sensitive to the noise in smooth area rather than in the edge area. So the difference 

value is replaced by another value to embed the secret message bits. This method has high 

imperceptibility and high embedding capacity.

C. RGB based Steganography

A digital image is a collection of pixels that shows light intensities at various points. An image can be 

stored as 24-bit (RGB) or 8-bit (Gray scale) files. A 24-bit colored image is quite large, however it 

provides more space for hiding sensitive data. Each pixel is the amalgamation of three primary colors 

(Red, Green, and Blue), which are individually represented by 1 byte (8 bits). RGB steganography 

method overcomes the problem of sequential fashion and the use of stego key for selection of pixels [5].

Transform Domain Video Steganography 

Transform domain technique does not hide the secret databehind the image pixels [6]. This method is 

basically used for transforming image pixels from time domain to frequency domain before hiding a 

secret data. There are two most widely used steganography techniques as follows:

A. Discrete Cosine Transform (DCT) 

In this transformation method, inserting of secret message depends on the DCT coefficients. If any DCT 

coefficient value is above from a specific threshold then that will be a possible location for the insertion 

of secret data. This technique is employed in general image compression formats like JPEG and MPEG. 

It divides an image into a number of spectral sub-bands along with its visual quality (high, middle and 

low frequency components). It is more suitable for low frequency sub-band.
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B. Discrete Wavelet Transform (DWT) 

DWT is a well-known transformation domain method in which wavelets are discretely tested [7]. There 

are two operations i.e. horizontal and vertical. Firstly, scan the pixels from left to right in horizontal 

plane. Then, perform addition and subtraction operations on neighboring pixels. Store the sum on the left 

that shows the low frequency part denoted as L and collect the variation on the right which highlights the 

high frequency part of the original image, denoted as H. Repeat these operations until all rows are 

covered. Secondly, scan the pixels from top to bottom in vertical plane. Then, perform additional and 

subtraction operations on neighboring pixels. Store the sum on the top and the difference on the bottom. 

Reiterate these operations until all the columns are covered. Finally we will get 4 sub-bands indicated as 

LL, LH, HL and HH respectively. The LL is a low frequency sub-band that looks analogous to the 

original image. LH, HL and HH are the middle and high frequency sub-bands that comprises detailed 

information about an image i.e. edges and textures of an image [8]. It is more suitable for embedding 

without being notice by the human eyes.

EVALUTION AND ANALYSIS 

Mapping Study Plan Execution:

The various data bases like IEEE Xplore and Springer are searched with numerous strings and it is find 

out that total number of 328 research papers have been published in the recent years. In the table 2, the 

individual database results are given.

A. Conduction of Search 

The various data bases like IEEE Xplore and Springer are searched with different strings and it is found 

that total number of 328 research papers have been published in the recent years. In the table 2, the 

individual database results are given.

TABLE 2: SEARCH STRING RESULT OF VARIOUS DATABASES

B. Criteria for Efficient Result Extraction 

The study is being conducted to check the authentication of the 328 papers which are searched with the 

search string criteria from the different databases. The 328 papers have been put into the plagiarism 
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checker tool andleft with 223 papers which are unique and not copied from anywhere. The unique papers 

are analyzed manually and it is found that only 115 papers which represent divergent video 

steganography methods for concealing secret message behind the cover video and remaining papers are 

based on other steganography techniques. The search string is based on video steganography. In the end 

result we achieved only 40 papers which represent the security concerns of the video steganography.

4. CONCLUSION

In this paper, it is been concluded that various techniques has been recommendedin the recent times to 

execute image steganography. The image steganography comprises of two phases. In the first phase, 

image properties are analyzed and in the second step method of image encoding will be applied which 

will produce final stego image. In future, numerous techniques of video steganography will be reviewed 

and analyzed in terms of various parameters.
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