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 Predicting the Import and Export of Commodities using 
Support Vector Regression and Long Short-Term Prediction 

Models 
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1. INTRODUCTION 
Analyzing the import and export of a country is crucial for the Gross Domestic Product (GDP) of the 
country [1]. A country's GDP decides the economic stability and values the country amidst others. 
Excessive import to a country harms the GDP for the importing country. On the contrary, excessive 
export from a country has a positive impact on the exporting country's GDP. It is important to keep track 
of commodities entering and exiting to ensure the merchandise received or given is safe and to ensure the 
product received can be taken by all goods transporters available on that day [2]. 

By predicting the amount of import and export, it helps identify how many carriages should be there at 
each port and uses methods to reduce the amount of time for planning, the cost for traveling, carriage etc. 
The study of influential factors to GDP and the patterns in then would help in keeping up a country stable, 
which however requires intelligent prediction algorithms. 

Machine Learning operates on artificial learning techniques that trains a machine to learn on its own 
from the previously acquired knowledge [3]. Artificial Intelligence (AI) is used in solving complex tasks 
to ease labor. Machine Learning has many algorithms for forecasting, image processing, facial and 
sound recognition, natural language processing (NLP), etc. This paper will focus on applying on a 
supervised learning algorithm, Support Vector Machine (SVM) (Fig. 1). 
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ABSTRACT

 The prediction of import and export of commodities have occurred between countries to either buy or sell 

goods essential for humans. Governments need to keep track of the amount of import or export to ensure 

the increase of Gross Domestic Product (GDP) for their country. Support Vector Machine (SVM) is a 

powerful classification algorithm to classify data efficiently. Support Vector Regression (SVR) is a 

modification of SVM that predicts absolute values. The purpose of this paper is to use SVR in a commodity 

dataset to predict each commodity's price being imported and exported for limited countries. SVR uses 

the support vectors obtained during the running of the algorithm to predict the dataset's outcome. The 

new version of SVR algorithm is proposed which is assisted with modified RBF Kernel to improve the 

model's efficiency. Further LSTM is applied for prediction in layers to predict the weight of some 

incoming commodities to countries. We then obtain the predicted results and find the accuracy of the 

model using this result over a real dataset. The results show that the over-all error for the proposed model 

is very trivial and hence produces higher accuracy. 

Keywords: Support Vector Machine, Regression model, Commodity Prediction, Kernels, LSTM. 



SVM, a powerful classification algorithm developed from statistical learning. It was proposed by Vapnik 
in 1963 and has attracted many researchers to apply this model to various datasets ever since. This 
algorithm is subjected to fluctuation in performance based on how the cost parameter and the 
programmers set the kernel parameters [4]. Hence, in this paper an extensive cross-validation is 
performed to find an optimal parameter setting. 

ISSN 2210-142X

Figure 1. Hyperplanes generated by SVM for classifying data points 

Vapnik built another form of the supervised algorithm called Support Vector Regression (SVR). This 
algorithm proves to be a very efficient algorithm compared to other regression algorithms due to a kernel 
that instructs the algorithm to predict the data in any fashion. The high volume of trade along with its 
multidimensional features can be supervised by SVR. In general, Import means to shop for goods and 
services from a distinct country to the house country. Therefore, these goods and services are produced in 
an exceedingly foreign land and bought by the actual domestic country. Export means transporting 
goods or services to a different country. As a result, it brings within the foreign income to the domestic 
country. The sale of goods adds to the nation's gross output. On applying SVR the future import and 
export values of certain commodities can be appropriately predicted. 

Long Short-Term Memory (LSTM) is another deep learning neural network. It can process multiple 
unstructured data from the input gate. It is used to infer information based on data that has a time series. 
This was initially developed to remove the problems that occurred due to gradient descent. Over time 
this is used for image, speech, and handwriting recognition and is very powerful when analyzing stock 
market data. This proves to be a powerful recurrent neural network (RNN) compared to other RNN. It is 
well known to make accurate predictions on time-series datasets such as stock market, temperature 
predictions, etc. 

This paper focuses on applying a supervised learning algorithm, SVR, on a commodity dataset to predict 
the output for different inputs parameters. The proposed approach finds the optimized value of the goods'
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cost and the weight of the goods entering and leaving to ensure that commodities are traded safely. 
Following which it applies LSTM to predict the weight of some commodities coming into countries. 

The section split of the paper is given here. Section 2 discuss in detail the literature review related to the 
proposed work. 

2. LITERATURE REVIEW 
In this section, we will see some major augmentations towards SVM, SVR, and LSTM. Yingjie et al. [5] 
in their paper has shown that SVM can be used not only in solving simple optimization problems, for 
example, Linear Programming, Quadratic Programming, etc., but rather can solve more general 
optimization problems, for example, integer programming, semi-infinite programming, etc. They have 
also proposed a real-time application of these general optimization problems in the field of economics. 
The author in [6] have shown that the RBF the kernel has shown maximum accuracy Linear, Polynomial, 
and Sigmoidal on various datasets collected by them, for example, MIT, Yale, etc. Another article [7] 
have shown SVM's application in Data Mining and how essential it is to this field by providing various 
literature reviews. Also, they have provided an application for various SVM models. 

Various known kernel methods have been compared in [8] and have shown how each kernel could be 
used in termite detection. They found that the polynomial kernel had better accuracy than the other 
kernel methods for termite detection. 

Vikas et al. [9] have compared various kernel on remotely sensed satellite data gathered from QuickBird 
and Landsat Enhanced Thematic Mapper Plus (ETM+) and have shown that for QuickBird polynomial 
kernel performed the best and for the ETM+ sigmoid kernel gave the best accuracy. However, they also 
proposed larger data. It depends on how well we optimize the parameters for the kernel functions to get 
the best accuracy. 

In [10] kernel performance on a multi-class vowel data is compared and has shown that the RBF with 36-
dimensional MFCC data performs better than the remaining kernels. Laura and Rouslan [11] have used 
SVM in Solvency Analysis and compared this to traditional approaches, such as logistic regression and 
discriminant analysis. They have shown that SVM can be an alternative to measure the company rating. 
A new and better kernel function is proposed in [12] called Radial Based Polynomial Kernel (RBPK). 
This kernel combines the characteristics of both the Polynomial and Radial Based Function. They have 
proved the new kernel to be a valid kernel and a more accurate kernel than Linear, Polynomial, and 
Radial Based Function Kernels individually. 

In a similar way, support vector regression along with RBF kernel and multiple linear regression predicts 
the absorption rate of lead (II) ions. They show that Support Vector Regression provides a near perfect 
result compared to multiple linear regression [13]. SVR is also applied in [14] and have given an 
overview of SVR and different areas from where this concept is derived from. They also give new ideas 
which have emerged from this Support Vector Regression which is still in research in current times. 

Support Vector Regression is used for Newspaper and Magazine Sales and compares this model using 
linear and RBF kernel [15]. Both showed equally good results and are dominant when predicting the 
sales of newspaper and magazine. An enhanced support vector regression is developed in [16] with more 
un-interpretable kernel and has used this model for weather forecasting 
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A number of research work is done in stock prediction using SVM and SVR. The in [17] predict the stock 
prices for IBM INC. from historical data using an old machine algorithm known as Support Vector 
Machine. The model is aided with the kernel, radial basis function, to gain more data accuracy. A 
systematic study of various journal papers is done in [18] to comprehend the machine learning algorithm 
that will be most effective for stock market predictions. 

In [19], the authors provide a deep learning model to predict Chinese stock market data's stock prices. 
The authors developed a new algorithm known as feature extension. Finally, they compared their deep 
learning model to traditional machine learning models. The results clearly showed that the deep learning 
model was advantageous as compared to conventional ML models, and it is a topic for further study. 

A Random forest technique to predict stock prices with actual data and sentiment data is proposed in [20] 
which proves the effectiveness of random forest on various volatile data. Hence its erratic to say that a 
specific ML and DL algorithms will not suit for all problems. 

In [21], the authors use and compare the prediction made by Linear Regression, Exponential Smoothing, 
and Time Series Forecasting on Amazon, AAPL, and Google stocks obtained from Yahoo Finance. The 
results show that the exponential smoothing provides lesser error and higher accuracy compared to the 
others. The authors in [22] compare the performance of Linear Regression, Polynomial Regression, and 
Support Vector Regression on stock prices of the S&P 500. The results showed that Support Vector 
Regression outperformed as compared to Linear and Polynomial regression. 

LSTM is applied in [23] to foresee the future pattern that might take place on stock prices based upon a 
dataset. The results obtained had 55.9% accuracy when checked where the stock will go in the future, up 
or down. Also, a model that predicts how long will stock will last and how essential it will be for traders is 
given in [24]. The accuracy of the random forest shows higher value than that of the Support Vector 
Classifier. Artificial neural networks and support vector machines (SVM) and applied together to predict 
future stock market prices [25]. A comparative work over the best ML algorithm to predict the stock 
market data is shown in [26]. Once again, random forest produced the highest accuracy and recall rate as 
compare to KNN. 

3. METHODOLOGY 
The implementation model is done by analyzing the import and export data separately. As a first step of 
implementation, the dataset is split into import and export data by splitting the training and test data. This 
is to ensure to avoid overfitting. 

Step 1: Search for data records that has flow which is 'import' and flow that is 'export' and assign it to 
separate variables as shown below. 

Step 2: To split the dataset a function present python is applied to implicitly split the data randomly into 
train and test data. 

A. SVM and SVR architecture diagram 
The dataset contains 8225871 rows × 10 columns taken from Kaggle and have received the data from the 
United Nations Statistics Division website. The link to the dataset: https://www.kaggle.com/united 
nations/global-commodity-trade-statistics#commodity_trade_statistics_data.csv. The dataset is about
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the import and export of each country for different commodities and the trade price of each commodity 
(Fig. 2). 

Figure 2. Attribute information of the table 

Support Vector Machines is used to classify the data into two or more classes based on their similarities 
to that class, with known class labels. This algorithm classifies the data by drawing a hyperplane that 
splits the datasets and ensure each class is as far as possible from the decision boundary. Given below is 
the architecture diagram shown in the Fig. 3. 

Figure 3. Architecture diagram of SVR Model 
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Step 2: Without losing generality (WOLOG) 

Step 4: Now we have two equations, due to the fact that there are two classes present in different areas of 
the data, but it is better to have one equation that can work for both cases. 

Step 3: The above equations for a discriminant function, now for SVM. 

Now we see that (6) and (8) are the same only difference is the point which can be generalized. 

This is due to the fact in Machine learning the algorithm performs the above step more frequently on the 
data. Now, x can be processed to something more useful and we call that ϕ(x) 

               is a mapping from features to high 
dimensional feature space, where these points can become linearly separable. 

The distance of the point xi the hyperplane is given by: 
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To find the optimal hyperplane that separates the data is by solving the following optimization problem: 

The solution to the above problem is given by the saddle point of the Lagrange formula 

Applying the Karush–Kuhn–Tucker (KKT) conditions we get 

So far, we have based on the assumption that the data is separable. Now, to apply this to a general case we 
introduce a slack variable xi such that
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We get an interesting observation that x=0 to calculate wi 0
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Kernels in SVM helps to convert the data to a high dimensional space and thereby ensures classifying the 
data using linear or non-linear boundaries. 

Kernels: A few of the regular used kernel types and equations are listed here. 

C. Long Short-Term Memory 
The input passes to the input gate of the LSTM model (Fig. 4). It passes through various layers in the 
model and passing through layers comes with a model with a reasonable prediction rate. This model is 
used to predict the test data set, and we get the model's accuracy with the help of the R2 score. 

The equations at the gate are 
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Figure 4. LSTM architecture 

D. Performance Measure 

1) R2 score: Here, we will use square of Pearson product-moment correlation coefficient (R2) score as 
the measure of performance of the model. This is an important measure of degree for regression 
problems. Many researchers refer this as correlation coefficient. R2 is defined as 

Where, SSR is sum of squared regression 
SST is sum of squared total 
SSE is sum of squared error 

It measures the amount of variance in dependent variable compared from the independent variable. 
Python provides a beautiful function present in sklearn. metrics module called r2_score which implicitly 
does this calculation, also the score() function of the model by default uses R2 score. 

R2 score is generally in the range between 0 and 1, where a value of 1 indicates the prediction of the 
regression model is perfect. However, if it is out of this range, then the model is worse than a horizontal 
hyperplane. 

2) Root Mean Square Error (RMSE): RMSE is a metric used to measure the performance of various 
models. It is derived by taking the square root of the mean squared error. Mean squared error is obtained 
by squaring the difference between the predicted value from the target value and dividing the result by 
the total number of training dataset. This is a distinctive measure that tells the machine algorithm to
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reduce the difference between predicted and target values for the values to come closer to each other. It is 
given by the formula: 

4. RESULTS 
The models are analyzed with different countries for various commodities. As a first step export data is 
analyzed and following which import data is analyzed. 

A. Export - Aircraft parts necessary 
This commodity represents the amount of aircraft parts required by the country to make airplanes. Here 
is the table for Aircraft parts commodities only 

Now we are going to analyze for the following countries (Table 1): 
1. United Arab Emirates 
2. Australia 
3. Japan 
4. India 

The analysis is between weight of the commodity vs trade cost of the commodity using SVR and RBF 
Kernel. The following Table 1 shows the parameters for each country taken by the model to try and 
perfectly fit the model along with the R2 score for each of them. 

TABLE 1. R2 value of export values of different countries – Aircraft Parts 
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From the above table we make the following observations: 
21. For the country UAE the data nearly fits the model perfectly with R  score of 0.82032062 for 

-11
the train and 0.871285262 for the test, with parameters C = 1010 and gamma = 10 . This 
shows that our model is perfect for the case of UAE (Fig. 5). 

2 
2. For the country Japan it gets a near perfect fit model with R score of 0.983540155 for the train 

11 −15
and 0.972947001 for the test, with parameters C = 9.1029x10  and gamma = 4.0949x10  . 
This shows that the model is perfect for Japan the only issue that can arise is overfitting (Fig. 
5). 

2
Figure 5. UAE and Japan export R values - Aircraft parts necessary 

2
3. When it comes to the case of Switzerland the model over fits the data with R  score 

0.583154081 for test and 0.925789726 for train (Fig. 6) 
24. When we see India, the prediction is perfect with R  score 0.868845563 for test data and 

9 −130.985850276 for train. With parameters C = 3.089�10  and gamma = 5.6898�10 (Fig. 6) 

2Figure 6. Switzerland and India export R values - Aircraft parts necessary 
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B. Export - Food preparations necessary 
2 

The data over necessary food enquired for export is analyzed and R values are obtained for countries 
(Table 2). 

1. India 
2. Republic of Korea 
3. Japan 
4. Portugal. 

2
TABLE 2. R  value of export values of different countries – Food Preparation 

For this commodity, the results were improbable. 

21. For India, the prediction is perfect with R  score 0.967032865 for test and 0.941698703 for train. 
22. For Korea it is a perfect fit model with R  score 0.992613125 for test and 0.999309569 for train 

(Fig. 7) 

2Figure 7. India and Korea export R  values - food preparations necessary 
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2
3. For Japan, R  score 0.836825022 for test and 0.987301212 for train. 

2
4. For Portugal, a fine fit with R  score 0.830464177 for test and 0.882549269 for train (Fig. 8) 

2 2 1. For UAE R  score for test is 0.48259007 and train is 0.649830112 and Switzerland R score for test 
is 0.678877689 and train is 0.897543098 (Fig. 9). 

2
Figure 8. Japan and Portugal export R values -food preparations necessary 

C. Import - Aircraft Parts Necessary 
The import details of the aircraft parts required by the country to make airplanes is analyzed for UAE, 
Switzerland, Japan and Finland (Table 3) 

2TABLE 3. R  value of export values of different countries – Aircraft Parts Necessary 

2Figure 9. UAE import R  values – Air crafts necessary 

International Journal of Computing and Digital Systems (IJCDS)   (Volume- 14, Issue - 02, May-Aug 2025)                                             Page No - 14



ISSN 2210-142X

2 2
2. For Japan R  score for test is 0.937966151 and train is 0.901391771 and for Finland the R  score 

for test is 0.692244907 and train is 0.812882187 (Fig. 10). 

1. For India R2 score for test is 0.418481896 and train is 0.456681645. 
2. For Rep. of Korea R2 score for test is 0.971703336 and train is 0.973352841 (Fig. 11). 

2Figure 10. Japan and Finland import R values - Aircrafts necessary 

D. Import -Food preparations necessary 
The data over necessary food enquired for import is analyzed and R2 values are obtained for countries 
(Table 4). 
1. India 
2. Republic of Korea 
3. Japan 
4. Portugal. 

2TABLE 4. R  value of import values of different countries – Food Preparation 
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2Figure 11. India and Republic of Korea import R values - Food preparations necessary 

2
3. For Japan R  score for test is 0.714932007 and train is 0.990669898. 

2
4. For Portugal R  score for test is 0.907346882 and train is 0.906586624 (Fig 12). 

2 
Figure 12. Japan and Portugal of Korea import R values - Food preparations necessary 

5. CONCLUSION 
In this paper, the import and export values is analyzed using a joint approach using SVR and LSTM. The 
purpose of this paper is to use SVR in a commodity dataset to predict each commodity's price being 
imported and exported. SVR uses the support vectors obtained during the running of the algorithm to 
predict the dataset's outcome. The SVR algorithm is assisted with RBF kernel to improve the model's 
efficiency. The predicted results and the accuracy of the model obtained shows that the model produces 

2
better results with minimal error as compared to other models. The R  values tabulated signifies the 
model is good. This can be extended for predicting other logistics demand. 
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1. INTRODUCTION 
There are many security threats that people face in their daily lives in this era, such as terrorist threats, 
assassinations, robberies, and so on, which necessitate the use of impactful techniques to detect and 
identify the perpetrators of these criminal acts. Face recognition is frequently used in the detection of 
thieves and intruders. This technology is not limited to tracking criminals, it may be used to find 
children, the elderly, and people without a missing mind or memory. This face recognition technology is 
an effective tool that has a wide variety of applications in the areas of information retrieval, self - service 
banking services, security authentication, etc. Face recognition is either identification or verification. 
identification, if we need to recognize the person from many people (one-to-many), either verification, 
it's recognized the person if he or not (one-to-one) [1]. One of the most important and useful 
factorizations in linear algebra is singular value decomposition (SVD). We describe how SVD is used to 
solve face feature extraction difficulties [2]. Besides, Legendre moments are orthogonal moments that 
have been used in a variety of applications of pattern recognition [3]. In this paper we propose effective 
method to identify the face image from many images by using Legendre moment and singular value 
decomposition (SVD). The remaining sections of the paper are organized as follows: related works are 
discussed in section 2, theoretical background about the topic is presented in section 3, proposed 
methodology is explained in section 4, experimental results are shown in section 5, and the conclusion is 
presented in section 6. 

2. RELATED WORK 
Face recognition has come a long way during the last years. The success of face recognition depends on 
the feature extraction and recognition, which have been discussed in almost all previously proposed 
techniques [4]. 

ABSTRACT

Face recognition refers to the identification of a person based on facial features. A facial feature can be 

used in a variety of computer vision techniques, including face detection, expression detection, and a 

variety of video surveillance This paper presents a facial identification approach for dealing with face 

images from video cameras such as CCTV cameras. The proposed method is divided into three stages: 

preprocessing, feature extraction, and identification. First, the preprocessing stage relied on face 

detection, cropping, and unifying the image dimensions. Second, feature extraction is accomplished 

through the use of Legendre moment and singular value decomposition (SVD). Finally, the Manhattan 

classifier is used to complete the face identification. In the experiments, two face datasets are used: 

SCface dataset from surveillance cameras and ORL face dataset taken under diverse circumstances. The 

best performance for the ORL database was (98.75%) percent, whereas the best result for the SCface 

database was (99%) percent. 

Keywords: Biometric, Face Identification, Legendre moment , SVD , Manhattan Classifier, 
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In [5], The principal component analysis (PCA) and neural networks are merged. In the database, the 
most prominent features of a variety of human faces were extracted, and the corresponding values were 
determined. As a result, if a new image was inserted into the system for recognition, the key features 
were extracted and the contrast between the source images and the stored images was calculated. As a 
result, some distinguishing characteristics of the most recent facial image will be lost. 

The framework used in [6] is a hybrid of Gabor wavelets and General Discriminant Analysis (GDA), and 
it is referred to as appearance-based since features are extracted from the original face image. The feature 
vectors were subspace modeled. The development of Gabor filters for facial feature extraction is also 
discussed. For both identification and verification works, the technique has been thoroughly tested. 
Gabor waves greatly improve machine performance. 

In [7], A face recognition procedure created on LBP and LNMF is proposed. According to recent 
neighborhood distance classification, the parameter matrix can be obtained from a test sample database 
containing a projection of a non-negative subspace, and better pattern recognition results were 
eventually achieved. The results of the experiment showed that the proposed method would dramatically 
improve image recognition rates. 

In [8], SVD was used to represent each face image whereas Individual values are able to represent face 
images, and individual values of the face images at different resolutions have a nearly linear connection. 
The appropriate high resolution (HR) face image pairings for each input low resolution (LR) face can 
then be selected from the face gallery. The mapping functions to interpolate the two matrices in the SVD 
representation can be learned based on the selected (low resolution and high resolution) pairs to more 
accurately recreate HR face images. As a result, the final assessment of high-frequency detail in high-
resolution facial photographs is more accurate and dependable. 

Furthermore, in [9] a new method for producing virtual images from original images using single value 
analysis (SVD) is proposed in order to obtain richer face representations. The virtual images acquired 
increase the size of the training sample set while also representing reasonably stable low-frequency 
facial information, resulting in improved durability and classification accuracy. They integrated the 
virtual samples with the genuine samples, allowing them to identify the items with additional 
information. In this paper, the legendary moment approach with SVD is proposed as face identification 
solution for security purposes. 

3. THEORETICAL BACKGROUND 

A. Legendre moments 
Teague [3] in 1980, introduced the Legendre moments, which are moments with Legendre polynomials 
as kernel functions. Legendre moments are orthogonal moments that have been used in a variety of 
applications of pattern recognition. They can be used to achieve a near-zero continuity measure in a 
series of moment functions, allowing the moments to correspond to the image's independent 
characteristics. The projection of the image intensity function into Legendre polynomials is used to 
define Legendre moments. With image intensity function f(x,y), the two-dimensional Legendre 
moments of order (a+b) are described as follows [10][11]: 
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The normalized pixel coordinates in the interval [ -1, 1] are represented by x  and y , that are given in (6) i j

and (7) 

B. Singular Value Decomposition (SVD) 
Singular Value Analysis (SVD) is the foundation for a variety of other techniques, such as classification 
techniques, dynamic mode decomposition (DMD), and proper orthogonal decomposition (POD). When 
it comes to manipulating data from complex structures, high dimensions are a common problem. Large 
size data sets, such as audio, image, or video data, can be included in these systems. Images are 
components of a high-dimensional vector space since they usually involve a large number of 
measurements (pixels). Many images, on the other hand, are compressible, which means that related 
information can be expressed in a much smaller subspace. In terms of dominant patterns, SVD provides 
a systematic method for determining a low-dimensional approximation of high-dimensional results. 
Data-driven technology that detects patterns solely through data, without the use of professional 
experience or intuition. The SVD algorithm is numerically stable and provides a hierarchical 
representation of data in terms of a new coordinate system described by the data's dominant correlations. 
In addition, unlike the eigen-decomposition setup, the SVD is guaranteed to have some matrix. To 
analyze a large set of data such as 
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When n > m, On the diagonal, the matrix s has at most m positive or negative components, and it could be 
written as:  

The economy SVD can be used to precisely describe Z [12]: 

The full SVD and economy SVD are shown in Fig. 1 and Fig. 2. 

Figure 2. Economy SVD 

C. Manhattan Classifier 
The Manhattan distance [14], which is used to calculate the distance between two points or vectors, is 
often used in the classification and identification of faces in image processing and computer vision. The 
Manhattan distance is the number of two points or vectors' differences. The Manhattan distance between 
point a = (a , a , a  ... a ) and point b = (b , b , b  ... b ) is: 1 2 3 n 1 2 3 n
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4. THE PROPOSED METHODOLOGY 
In this study, we propose a new face recognition system based on a combination of face features from two 
approaches by combining Legendre moments with the SVD algorithm and the Manhattan Distance 
Classifier is for face identification. Fig. 3 depicts the whole proposed method: 

Figure 3. The Proposed Methodology 

The first step is to find Legendre polynomial which is utilized to find the Legendre moments. Obtaining a 
Legendre polynomial is quite different from finding a Legendre moment that has nothing to do with the 
picture. At the beginning, we take the image rows and columns' dimensions, the lowest of which is the 
Legendre polynomial length. The number of rows in this Legendre polynomial is determined by the 
Maximum order, denoted by m, and the number of columns in the Legendre polynomial. the Legendre 
polynomial represents the shortest distance between rows or columns. it is based on three steps as follow: 

Ÿ  The first row in polynomial will be ones only as formula (12): 

Ÿ The second row in polynomial is calculated according to (6): 
Ÿ The number of remaining rows depends on the previous rows that were calculated on (12) and 

(6), which in turn depend on maximum order [3]. 

After completing the Legendre Polynomial calculation, the Legendre moments calculation begins, 
where two rows are taken from the Legendre polynomial matrix and multiplied together as in (4). The 
result is dotted with the image data, then we find the sum for this matrix and then we multiply the result in 
(5) to get the value of the Legendre moment. Programmatically, by applying the Legendre moment 
function with a value of maximum order = 5 to the image, we get an array of features with a size of 37 x 
37, converting this array into a features vector RX. 

For the SVD algorithm: a set of steps is applied to the image to obtain two parameters: Eigen value and 
Eigen vector, where we calculate the SVD for each 5 x 5 sub-array of the image to extract the Eigen value 
and Eigen vector and then put these values into a uniform vector at the end. We can summarize the entire 
process of adopting SVD by going through the following Equations: 

Compute the square matrix C1 by (13), since, Z is a 5x5 sub-array: 
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Find the eigen values λ  from the (14), Since, I mean a determent matrix and S represent a matrix of eigen i

values. 

After that, we need to extract U matrix based on (16), to get the eigen vectors 

The SVD implements on 5x5 sub-array, this sub-array passes over all of the pixels of the image and 
extracts four features from it to put in the vector D; these four features are the value of the position (1,1) 
of the U array and the values of the positions (1,1), (2,2), and (3,3) from the matrix S, as shown in (21): 

Then we compute the eigen values (λ ) of C2 matrix based on (17): i

Then, in the matrix XT, the features of vector D are combined with the features of vector RX, as shown in 
(22): 

In general, the SVD produces the greatest number of features for that image because there are three 
matrices that are close to the original image, so the number of features produced by the SVD is greater 
than the number of image vectors. Each row of the matrix XT represents a single feature vector of the 
training images obtained from D and RX. Similarly, the image of the testing process is managed in the 
same way that the image of the training process is managed. The image is then classified using the 
Manhattan Classifier to determine the identity of the intended person, whether he is present or not, using 
(11). 

5. EXPERIMENTAL RESULTS 

A. Experimental Results of Orl Dataset 
This database contains images of 40 participants [15], each participant has ten different images, each 
with a different facial expression and angle. Fig. 4 show samples from this dataset. We run the proposed
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algorithm (Legendary + SVD) five times with five different cases: 90% training vs 10% testing, 80% 
training vs 20% testing, 70% training vs 30% testing, 60% training vs 40% testing, and 50% training vs 
50% testing. We discovered that the highest accuracy rate was 98.75 when the training rate was 80% and 
the test rate was 20%, while the lowest accuracy was 94 when both the training and testing rates were 
50%. Table II and Fig. 5 analysis of the results obtained of the cases we utilized. 

Figure 4. Samples from ORL dataset 

TABLE I. RECOGNITION RATES OF THE PROPOSED LEGENDARY & SVD FOR ORL 
DATASET 

Figure 5. Recognition Rates of the Legendary & SVD for ORL Dataset 

International Journal of Computing and Digital Systems (IJCDS)   (Volume- 14, Issue - 02, May-Aug 2025)                                             Page No - 25



ISSN 2210-142X

Furthermore, we compared the proposed Legendary + SVD method to legendry and SVD separately to 
demonstrate the method's stability. all the methods are tested on ORL dataset, with a training rate of 80% 
training and 20% testing that yielded the best results previously. The obtained results showed that the 
proposed Legendary + SVD had higher accuracy than Legendary and SVD, as shown in Table II and Fig. 
6. 

TABLE II. COMPARATIVE STUDY OF RECOGNITION RATE OF LEGENDRE, SVD AND 
LEGENDARY + SVD ON ORL DATASET 

Figure 6. Comparative study of recognition rate of Legendre, SVD and legendary + SVD on 
ORL dataset 

Experimental Results Of Scface Dataset 
In this database [16], 130 people were photographed using five different resolution video surveillance 
cameras (cam1, cam2, cam3, cam4, and cam5). Cam1 and Cam5 were used for night monitoring where 
the images taken from cam1 at night assigned as cam6, and images taken by cam5 at night identified as 
cam7. The following procedures are followed by all database participants: Each person stands in front of 
the surveillance cameras in both the light and the dark. the distances were (4.20 meters, 2.60 meters, and 
1 meter), each person had 21 photos taken in various lighting conditions and at various distances, 
directions, and angles. 

Ÿ The Results of Distance-1 
Seven cases were tested at the first distance (4.20 meters), with images taken from Cam2-Cam7 for 
training and Cam1 for testing. The sample images from the chosen distance are depicted in Fig. 7. The
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accuracy of face recognition was low at the chosen distance due to a lack of image resolution, long 
shooting distance, different lighting conditions and shooting angles for each camera. The test images 
taken from cam2 and cam4 achieved the best recognition of 90% in this distance, while the test images 
taken from cam6 with the lowest resolution achieved the lowest recognition of 25%. Before the initial 
processing, the dimensions of the original images in this distance were 100 x 75 pixels, which were 
unified to 90 x 70 pixels and the face is detected and cropped for every image. Table III and Fig. 8 shows 
the details of the results for distance 1 with 7-fold cross validation. 

Figure 7. Samples of 7 Cameras from Distance-1 

TABLE III. RECOGNITION RATES FOR DISTANCE-1, (4.20 METERS) BASED ON 
LEGENDRE MOMENTS AND SVD 

Figure 8. Recognition Rates for distance-1 

Ÿ  The Results of Distance-2 
In order to efficiently examine the proposed method, seven cameras are used in this test, but at different 
distances of 2.60 meters. The images in this dimension had original dimensions of 144 x 108, but after
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preprocessing, the dimensions became 100 x 85. We utilized 560 images, including 480 training images 
and 80 testing images. Fig. 9 depicts different samples of images from seven cameras and the proposed 
method is implemented using k-fold cross validation. The best recognition accuracy was 98.75 percent 
for test images taken from cam2 and cam3, while the worst recognition accuracy was for cam6 test 
images, as shown in Table IV and Fig. 10. 

Figure 9. Samples of 7 Cameras from Distance-2 

TABLE IV: RECOGNITION RATES FOR DISTANCE-2 (2.60 METERS) BASED ON 
LEGENDRE MOMENTS AND SVD 

Figure 12. Recognition Rates for distance-3 
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Ÿ  The Results of Combining All Three Distances 
In this case, 500 images were used at random from the cameras for the three dimensions, whereas 10 
images were collected from the three dimensions for each person, as seen in Fig. 13. The 5-fold cross 
validation was used in the test. The best result of the proposed method was (99%) as shown in the table VI 
and Fig. 14. 

Figure 13. Samples from Three Distances 

TABLE VI. RECOGNITION RATES FOR COMBINING ALL THREE DISTANCES 

Figure 14. Recognition Rates for combining all three distances 

In Table VII and Fig. 15. we made a comparison of the proposed algorithm (Legendre + SVD) with both 
Legendre and SVD algorithm, where we used 240 images from each distance in SCface database, (240 
(80%) for training and 40 (20%) for testing for each of the three algorithms. The best recognition 
accuracy in our proposed algorithm was 97.5% in third distance, while the best recognition accuracy in
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Legendre was 77.5% in second distance, and in the SVD algorithm, the best recognition accuracy was 
92.5% in third distance, and thus it becomes clear that our proposed algorithm is superior to both 
Legendre and SVD. 

TABLE VII. COMPARATIVE STUDY OF RECOGNITION RATE OF LEGENDRE, SVD 
AND LEGENDRE + SVD ON SCFACE DATASET 

Figure 15. Comparative Study of Recognition Rate of Legendre, SVD and Legendre + SVD on 
Scface Dataset 

6. CONCLUSION 
This paper describes a method for recognizing faces that is based on Legendre moments and singular 
value decomposition (SVD). The Legendre moments and SVD are used for facial feature extraction, 
while the Manhattan classifier is used for recognition. The ORL dataset and the SCface dataset were both 
used in the study. We demonstrated in both datasets that Legendre with SVD is sufficient for face 
recognition tasks in a variety of situations. The power of the proposed method is demonstrated by the fact 
that it can produce consistent matching results on images from various scenarios. Finally, we believe that 
using more powerful classifiers would significantly improve the current performance of face 
recognition. The proposed method can be used in real-world applications such as law enforcement 
agencies, airports, and building access management, among others. Future research will look into and 
investigate the use of a variety of classifiers that can be assigned based on the input face's class. 
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1. INTRODUCTION 
This paper proposes an FFRAM in light of clients' Reviews and appraisals to target neighbourhood and 
worldwide angle representation. This model is built with two freeways to handle client/thing review all 
the while, and every way has a CNN, LSTM with consideration component to catch nearby perspective 
highlights, and worldwide angle includes independently. To improve the FFRAM model's speculation, 
the neighbourhood and worldwide perspective highlights from both client and thing Reviews are 
converged through everyday activities preceding the rating forecast. There are two datasets, shoes, a 
dataset of jewellery, and Clothing from Amazon 5-center and surveys of other public online-retailer, 
have utilized for preparing& FFRAM has been tested. Moreover,the significance of removing clients' 
inclinations aimed at various parts of style & adequacy of our consideration modules in FFRAM have 
inspected rather than a few cutting edge design recommenders. The fundamental commitments of this 
paper might be expressed as follows: 

ABSTRACT

The fast development of fashion through internet based business, design suggestion has becomes 

primarly get advanced. It is an showcasing tools based on clients and appraisals. The online fashion 

bussines is a great hotspot for understanding clients' shopping and encounters, item/thing exhibitions. 

This e-commerce platform subsequently providing best valuables for improving customized suggestions 

for future buys. Nonetheless, most of Fashon recomemdation reviews proposal techniques need effective 

systems to incorporate neighbourhood and worldwide clients' appraisals and surveys. This paper 

proposed the feature-based fashion recommendation approach with attention mechanism (FFRAM) to 

foresee client appraisals dependent on online survey design items. This model can extricate inactive 

angle highlights about clients and things independently through two similar ways of convolutional-

neural-networks (CNN), long short term memory (LSTM), and consideration systems. One way measures 

client surveys and different adapts to thing Reviews. On every way, CNN and LSTM are combined with a 

consideration instrument to catch nearby perspective highlights. The worldwide angle includes 

separately, which are joined through an everyday activity module. The shared procedure on the two ways 

can improve the speculation of the FFRAM model. The extricated highlights from the two methods are 

additionally converged to anticipate clients' appraisals. Proper client surveys and assessments gathered 

from two eminent business sites were utilized to prepare and test FFRAM. The trial results exhibit that 

FFRAM is more successful in client rating expectations when contrasted with a few best in class design 

recommenders. 

Keywords: FFRAM, attention technique, CNN, LSTM. 
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1) another design proposal receives neighbourhood and worldwide angles to get familiar with 
the pertinent dormant semantic data and show the cooperation among client and thing 
Reviews to upgrade suggestion interpretability. 

2) With viewpoint portrayal and consideration system, clients' inclinations in various design 
perspectives can be used to evaluate the neighbourhood and worldwide significance of every 
word in an Review. 

3) By preparing with this current practical dataset from 2 online vendors, the FFRAM might beat 
some other devise recommendation approaches to predict clients' assessments. 

2. REVIEW OF LITERATURE 
This contributionhas been identified with research in 4 zones: surveys depending proposal, angle 
depending suggestion, consideration instrument, and style suggestion. Late advances in every one of 
these regions are presented underneath. 

2.1 REVIEWS-BASED RECOMMENDATION 
Many manuscripts have exhibited techniques to use client Reviews for enhancing the correctness and 
recommendations interpretability. For tackling the sparsity of information and problems of cold-start in 
customary isolating computations, some research utilized the subject exhibiting schemes, for instance, 
LDA (latent Dirichlet association) [5] or LDA type of analyses as in [6] –[8] for eradicating inactive 
semantic information from Reviews and integrated it with assessments for making suggestions more 
interpretable and precise. The work [9] projected two isolate FEATURE learning methods by exploiting 
the evaluating constant and clients text consistency and things, and approaches the two views to estimate 
rating. However, these investigations overlooked request of word and qualities of sentences in Review, 
oriented information and context missing. The significant learning schemes have been implemented to 
suggest the architectures relied on research with an incredible. The work [10] [11] presents that CNN, 
RNN [12] [13], as well as capsule-network as in [14], have been utilized extensively for eradicating 
semantic data logically [10] [15] through making companies became well-recognized with significant 
element Reviews representation and possibility architecture factorization for estimation rating. The 
work [16] [17] presents the word vector approach and CNN have been used to attain effectiveness with 
clients' practices and credits of things. The work [18] shows that RNN has been combined by 
factorization machine by term regularization for estimating thing rating through idle variables attained 
from RNN. The result [15] presents that, the prediction instance engineering with new directing is 
projected to discriminate the unit and depend on the user estimating rating level. 

As referenced in above approach, usually, the RNN has been used for a recommendation as in [19]-[23], 
text clustering [25] and opinion investigation [24], which might catch global long term circumstances 
and semantics short sentences through cooperated cycle relations among units. However, it has been 
estimated that RNN is having detonating problems or evaporating inclination [26] [27]. The individual 
RNN known as LSTM has been formed for defeating problems in NLP for current years as in [20] [23] 
[28] [29]. Also, LSTM has been deployed by clustering data adaptability. Their layer output at every 
position could be used in the form of associated implanting for recent word as in [30]. 

Furthermore, the projected feed-forward company in the space of design for generating paper 
implanting since the research of LSTM for anticipating vector for each user reliance on customer's 
former buy clustering as in [28]. The LSTM has not been sufficient for learning long-term circumstances 
deprived of data set as in [25]. This projected bi-LSTM approach as in [31] that has selection for attaining 
on former and further data angle setting and attaining word statement in the overall sentence. 
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3. FEATURE-BASED RECOMMENDATION 
Albeit did a survey put together suggestion is based on the comprehension of why clients made their 
evaluations, it comes up short on the capacity to catch client inclinations and thing properties, yet also 
powerful and fine-grained connections among clients things. This way, viewpoint-based suggestions got 
alluring. A viewpoint-based recommender framework means to separate angles from text-based 
surveys, which can be, for the most part, isolated into two gatherings. The principal bunch depends on 
external NLP devices to break down Review substance to learn estimation investigation perspectives 
[32]-[34]. For example, utilizing fine-grained viewpoint level assessment examination can naturally 
find the most significant perspective to upgrade future client experience [35]. The subsequent gathering, 
for example, AARM [36], LDA [5], [32], ASCF [38], &FLAME [37], fabricates an interior design or 
structure to address various viewpoints in a client or thing survey. The work [4] consolidated client and 
thing angle level portrayals with viewpoint significance, and afterwards assessed a general rating for any 
client thing pair. This contribution planned an angle mindful subject model using multinomial 
dissemination over the Reviews to learn distinctive client and thing viewpoints in the point space [39] 
[15]. 

Figure 1: The framework of fashion recommendation based on the FEATURE with attention 
technique by utilizing item and user reviews. 

3.1 ATTENTION MECHANISM 

These days, consideration has been one of the influential ideas in the profound learning eld. As a vector, 
it is regularly the yields of thick layers utilizing the softmax work. Consideration system was first 
acquainted with the NLP field in [40] and still keeps up its liveliness in this field since it can deftly choose 
a reference for setting data to encourage worldwide learning [41]. Also, consideration component 
approaches incorporate threeintroductory classes. The primary type is a solitary consideration model 
dictated by printed level communications amid various substance pieces [42]. 
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Moreover, subsequent classification, for example, progressive consideration [21], [43], [44] and co-
consideration (neighbourhood and worldwide [2], hard and delicate [41], [45]-[47]), is a crossbreed 
consideration model which depends on CNN, RNN and different organizations at various levels. In [43] 
and [44], the word-level and sentence-level progressive consideration models have been utilized, and 
the yield of the main consideration model was the contribution of the subsequent consideration model. A 
double attending (D-Attn) model contains lenient attending (L-Attn) and global attending (G-Attn) 
models in equal. L-Attn plans to discover important catchphrases in the worldwide sliding window of a 
client/thing survey. At the same time, G-Attn intends to catch the client's general assessment articulation 
or thing Review. The third classification is an information-based consideration model like the 
progressive consideration model aside from that its information is begun from the data of other field 
information [48], [49]. Other consideration dependent work incorporates interpretation errands [50] and 
text arrangement [51]. 

3.2 FASHION BASED REVIEWS 
Assorted style perspectives can reflect clients' inclinations in design in their Reviews. In this manner, it is 
exceptionally fundamental to investigate the design parts that clients are intrigued. The vast majority of 
the current style suggestions depend on visual pictures of apparel, shoppers' buy practices, deal 
information, and other significant data [52]-[60]. In any case, scarcely any investigations on design 
suggestion have paid enough consideration to clients' surveys and evaluations chiefly because they are 
not effectively interpretable. This paper will utilize surveys and assessments from the Amazon 5-center 
information base and another online retailer to construct a style suggestion model. 

3. FEATURE-BASED FASHION RECOMMENDATION WITH ATTENTION MECHANISM 
(FFRAM) 
Different style perspectives in their surveys can reflect clients' inclinations in design. Subsequently, it is 
exceptionally fundamental to investigate the parts of the design that clients are intrigued. Many current 
style proposals depend on visual pictures of attire, customers' buy practices, deal information, and other 
pertinent data [52]-[60]. Nonetheless, not many 

investigations on design suggestion have paid enough considerations to clients' Reviews and evaluations 
fundamentally in light of the fact. 

CONTEXT EMBEDDING MODULE 

A. LOCAL FEATURE FEATURE EXTRACTION MODULE 
Given an implanted client/thing Review portrayal, this module's objective is to separate a bunch of 
nearby prospective client/thing highlights. Figure 2 delineates the interaction of nearby viewpoint 
highlight extraction. We can first encode the installed setting from the gigantic given survey writings and
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appraisals [4]. Afterwards, we use CNN to gain proficiency with the significance of each word and its 
viewpoint portrayal. Finally, we can get the word angle portrayal and concentrate dormant 
neighbourhood viewpoint semantic highlights by consideration instrument. 

FIGURE 2. Local parameter feature mining module. 

In item or user review sentence for the optimal price, the colour has been more off-white, words 
associated with FEATURE and emotional sentences generally happen close over each. Mainly, the 
significance of the ithterm in review relies on both their surrounding and name itself. One might indicate 
the importance of word by observing at their surrounding-words. In fig 2, the 

The notation * indicates operation of convolution, signifying non-linear function activation that is the 
function of ReLU in this contribution as in [17]. As per the weight of attention, the matrix of word vector 
with local weights of attenuation has been expressed in the following 
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In the design space, conceivable angle words can be value, class, shading, surface, texture, shape, part, 
style, and so on, often referenced in client Reviews. As a rule, various clients have various inclinations 
over style, and a particular client's consideration may change with a focused design. For example, a 
client may zero in on the quality and t, however, couldn't care less the cost while choosing a suit. A 
similar client might be more worried about the style and shading than the material when buying a dance 
skirt. For a particular thing, various clients may buy it with different expectations. 

As overall words share similar d measurements across the k perspectives, we utilize the neighbourhood 
viewpoint exact word change grid W_a^l∈ R^(ω×k)to change the word vector portrayal. W_a^l is 
instated arbitrarily by a uniform dispersion U(- 0.01,0.01). Hence, we can disengage the neighbourhood 
word angle portrayal P_(i,a)^l∈R^kfrom e ̂_ias: 

Usually, the explicit angle semantics of single word keep an eye on various express polarities in the style 
area. Along these lines, we should catch this sort of words in the perspective portrayal. For instance, 
many 'extraordinary' comments in an Review could prompt inverse feelings in such expressions as ''an 
incredible cost'' and ''ts incredible''. Another word, 'high,' conveys various feelings regarding ''this 
clothingwere made with excellent materials, and I would enthusiastically suggest'' and ''the cost is 
excessively high.'' 

Thinking about the significance of learning each word in a survey, the nearby viewpoint client portrayal 
P_a^l∈ R^k can be determined by a consideration component dependent on the accompanying 
weighted total: 

Where (the equivalent beneath) is characterized as the I-thneighbourhood consideration vector (for 
example a likelihood dispersion) over the survey words for a client you concerning viewpoint a. is the 
nearby angle inserting framework, and it is introduced arbitrarily by a uniform conveyance. 

B. GLOBAL PARAMETER EXTRACTION OF FEATURE MODULE 
Notwithstanding the neighbourhood perspective element extraction module, an equal module is utilized 
to separate many worldwide angle client/thing highlights. Motivated by the contribution in [25] & [30], 
we utilized a bi-LSTM [31] for show worldwide long haul reliance & to discover worldwide angle 
includes by using both past and future settings and by handling the arrangement in both forward and 
reverse ways. At each time step t, the yield vectors of 2 headings are linked. Moreover,a worldwide 
viewpoint highlight extraction module is portrayed in Figure 3. Initially, worldwide long haul reliance of 
text arrangement data has acquired dependent on the implanted setting. Besides, viewpoint semantic 
implications of the sentence have been communicated by a global perspective shared change 
framework. At long last, worldwide angle portrayals are disengaged by a consideration system. 
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FIGURE 3. Global parameter feature mining module 
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C. MUTUAL OPERATION MODULE 
To achieve this approach generalization ability, one needs to aggregate FEATUREs of local and global 
user parameters by using eq 20 and aggregate it by utilizing equation 21 by an attention technique in 22. 

For enhancing the performance of generalization, one needs to modify the dropout strategy that has been 
utilized extensively in contemporary neural approaches for the suggestion as in [2] [4] [16] 

D. ESTIMATION RATING OPTIMIZATION 
There are two parallel channels used for learning depictions of user features parameters and 

The above prediction could be deliberated in the form of the regression issue. Overall FEATUREs have 
been combined trained by back-propagation strategy [62], where MSE (mean-square-error) has been 
utilized in the form of loss-function. For learning this approach FEATUREs, the function of objective, J 
could be stated as 
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4. EXPERIMENTS 
In this part, exhaustive investigations on two open survey datasets are introduced to assess the presence 
of FFRAM. The data about the datasets, the standard strategies, the examination arrangement, and the 
outcomes are explained. 

A DATASETS 
The two datasets review utilized in the simulation isjewellery, shoes, and clothing dataset from 5-core 
Amazon [63] and dataset from 1 US online-retailer as in D2. Two datasets have been filtered to assure 
that every item or user review has a minimal 1 rating. Moreover, datasets' fundamental characteristics 
have been exhibited in the table below, where #user, # item, and # rating were the number of things, 
ratings and users in every dataset,          & sparsity = 1-Density. It 
might be observed that D2 is ten times greater than users D1. Both have nearly the same amount of items. 
The D2's # rating has been two times of D2 & D1 density has been approximately D1 of 1/5. 

TABLE 1. Statistics of datasets used in this paper. 

B. BASELINES 
For examining the projected approach performance, FFRAM approach has been utilized the outcomes 
of below rating estimation approaches in the form of baselines. 

1) DeepCoNN [17]: DeepCNN has been dependent on two parallel CNNs for learning vectors of the 
latent feature of user & their item from the point of view& the FM for predict predictions. 

2) D-Attn [2]: This approach includes global and local attention depending on modules for choosing 
globally as well as locally informative reviews words and for attaining the user latent features 
interpretability of item and user reviews. 

3) NARRE [16]: The NARRE approach exploits two attention techniques and parallel CNNs for 
learning user's latent-features and reviews of items for completing the estimation of rating T. 

4) ANR [4]: ANR has been dependent on neural co-attention and attention ideas by incorporating 
FEATURE from learning device and the predictor of the significance of factor. 

5) DAML [62]: This approach uses mutual and local attention from CNN's techniques and MLP to attain 
a predictive user rating. 

C. EXPERIMENT SETUP 
In the simulation with FFRAM, one needs to set latent vector feature set of the user along with reviews of 
the user at the value 300, a window size of sliding at five value, 0.5 could be the rate of dropout, length of 
training batch could be 64, amount of parameters at the 5 for D2 and D1. Moreover, for D1, the learning 
rate has been set 0.0001, & size of LSTM at the 5. Aimed at D2, quality of learning has been developed 
over 0.0008 and bi-LSTM hidden size as 7 
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The MAE and MSE have been utilized as assessment metrics. The simulation has been repeated for five 
times for attaining constant outcomes when verifying MSE as minimal and average MAE and MSE of 5 
test have been computed. Our simulation has performed with python 3.6 as well as 0.41 PyTorch on 
NVIDIA 

D. COMPARISON OF PERFORMANCE 
The FFRAM performance on two specified datasets have been contrasted, and five cutting proposal 
approaches. Tab 2 exhibits trail outcomes from where the optimal result has been attributed by robust 
and next optimal by highlighted. 1% means the usual distinction in MAE or MSE among FFRAM and 
pattern technique that measures the presentation enhancement by FFRAM. 

TABLE 2. MSE and MAE performance on two datasets. 

The outcomes exhibit that FFRAM attained the optimal MAE and MSE scores and performed well for 
both the datasets. Also, the 2nd optimal performer has been ANR; on D1 the FFRAM enhanced MSE 
with 0.43% and MAE through 1.51 in respective order. For the D2, the next optimal performer has been 
DAML when MSE has been regarded. And when MAE has been concerned. However, FFRAM 
enhanced MAE and MSE from 2nd optimal performed by 5.14 and 5.74% in respective order. The 
simulation exhibited that model based on the FEATURE with attention technique among item and user 
reviews might offer more precise rating estimations than other approaches on two datasets. 

5. MODEL ANALYSIS A. INFLUENCES OF HIDDEN SIZE & NUMBER OF FEATURES 
They chooseDH, size of hidden, and amount of parameters K possessing straight influences on rating 
predictions. Moreover, in our simulation, FFRAM hidden size has been selected from the [1, 3, 5, 7, 9] & 
amount of FEATURE differs from 1-8. Fig 4 exhibits the impacts of k andDH on estimated ratings for 
reviews in 2 datasets. Furthermore, graphs show optimum performances happened on D1. 
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Figure 4. Influences of hidden size and Features. (a) Amazon dataset (D1). (b) 2nd online 
retailer's dataset (D2). 

B. MODEL INTERPRETABILITY 
Identical to which has identified in contribution [4] [6], five fashion parameters have been 

TABLE 3. Top 8 words of each FEATURE in D1. 

TABLE 4. Top 8 words of each FEATURE on D2. 
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TABLE 5. Influence of attention layers in FFRAM on MSE. 

Every FEATURE. Moreover, these words in 5 parts reflect the associations amid users, rating & reviews. 

C. ATTENTION LAYER IMPACT 
We examined the influences of local, mutual and global layer attention. Tab 5 offers performance 
comparison while attention-layers in the FFRAM-varied other FEATUREs settings rest to be similar. 
The FFRAM global and local deprived of international or local layer attention. The global and regional 
FFRAM deprived of attention global and local layers. Also, FFRAM-all and FFRAM mutual have 
FFRAM deprived of joint layer attention or overall layers of attention. 

FFRAM can obtain the best MSE on the two datasets when all the attention layers were included, and the 
worst MSE when all the attention layers were removed on both datasets. In the other four scenarios, 
attention mechanisms performed differently on D1 and D2. Removing the mutual attention mechanism 
had the most significant impact on MSE, indicating that the attention layers, especially the joint attention 
layer, can improve the recommendation performance. This is because the mutual attention layer can 
combine different word polarities in a sentence and the whole sentence's FEATURE semantic meanings. 
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6. CONCLUSION 
This paper introduced a perspective-based style proposal model with consideration instrument 
(FFRAM) to foresee clients' evaluations dependent on clients' surveys of bought design items. This 
model utilized two similar ways to remove inert viewpoint highlights about clients and things 
independently and a shared activity module to consolidate the two ways toward the end for anticipating 
clients' evaluations. On every way, there was a convolutional neural organization (CNN) and a long 
transient memory (LSTM) organization, both having a consideration component, to catch 
neighbourhood viewpoint highlights and worldwide perspective highlights at the same time. The typical 
tasks consolidating nearby and worldwide perspective highlights in both client and thing Review 
significantly improved the FFRAM model's speculation. As exhibited in the examination with 
certifiable client Reviews and evaluations gathered from two famous business sites, FFRAM beat the 
five best in class recommenders as far as the exactness of foreseeing client appraisals on design items. 
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1. INTRODUCTION 
Nowadays, because of the exponential development of the Internet, a huge quantity of documents, such 
as online news are produced every day, especially in social media like Facebook which is one of the most 
important social networks in Africa. Concerning Morocco, there were 22 010 000 Facebook users in 
January 2021 [1]. Mining the knowledge and topics from social media posts have attracted a lot of 
attention these last years. To discover hidden topical patterns which are present in large collections of 
texts, many unsupervised techniques are usually used to generate probabilistic topic models. Among 
these models, we find Non-negative Matrix Factorization (NMF), Latent Semantic Indexing (LSI), and 
Latent Dirichlet Allocation (LDA) [2]. 

However, those probabilistic models do not take advantage of language model pre-training benefits. 
Many extensions were proposed to integrate different types of information and add contextual 
knowledge to the topic models. The most prominent architecture in this category is Bidirectional 
Encoder Representations from Transformers (BERT) which allows us to extract representations from 
pre-trained documents to easily reach state-of-the-art performance through numerous tasks [3]. 

Recently, some neural topic models were explored and have shown promising results. For instance, 
ProdLDA, which is a developed version of LDA based on deep learning, is an expert products instead of 
mixture model in LDA to yield much more interpretable topics [4]. 

The main contribution of this paper is to present a proposed model (AraBERTopic) to extract topics from 
Arabic news published on Facebook pages using AraBERT as language model pre-training and 
ProdLDA as a neural topic model. To prove the high performance of our model; we compared, on the one 
hand, its feature extraction phase with different embedding models (Glove, Doc2Vec, and Asafaya as a 
bert-base-arabic model [5]), and we compared, on the other hand, its topic model phase with standard

ABSTRACT

 Topic modeling algorithms can better understand data by extracting meaningful words from text 

collection, but the results are often inconsistent, and consequently difficult to interpret. Enrich the model 

with more contextual knowledge can improve coherence. Recently, neural topic models have emerged, 

and the development of neural models, in general, was pushed by BERT-based representations. We 

propose in this paper, a model named AraBERTopic to extract news from Facebook pages. Our model 

combines the Pre-training BERT transformer model for the Arabic language (AraBERT) and neural 

topic model ProdLDA. Thus, compared with the standard LDA, pre-trained BERT sentence embeddings 

produce more meaningful and coherent topics using different embedding models. Results show that our 

AraBERTopic model gives 0.579 in topic coherence. 

Keywords: Neural topic model, ProdLDA, AraBERT, topic coherence. 
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LDA. The results demonstrate that our proposed model is superior to other models in terms of 
Normalized topic coherence, Pointwise Mutual Information (NPMI), and perplexity metrics. 

The rest of this paper is organized as follows: Section 2 provides a brief review of literature. The 
proposed model is described in 3rd Section. In section 4, we present the results and discusses. Finally, the 
paper is summarized and the future work has prospected. 

2. RELATED WORKS 
We introduce in this part some topic extraction methods, including traditional feature extraction 
methods and deep learning methods. 

Probabilistic topic models are much used in natural language processing (NLP), and among the most 
commonly used methods, we find LDA. In [6]; the author reviews the academic papers on LDA topic 
modeling published from 2003 to 2016. 

To imitate the statistical process of LDA, the authors in [7] investigate the possibility of using deep 
neural network to model the statistical process to minimize the computational time in LDA; Therefore, 
they proposed two deep neural network variants: two and three Neural Network (NN) DeepLDA, in their 
experiments they used Reuters-21578 as a dataset, and some standard libraries in Python like genism, 
NLTK and Keras and to record the accuracy of the models, a Support Vector Classifier (SVC) was used. 
Their results showed that 3NN DeepLDA outperforms 2NN DeepLDA and LDA. 

In recent years, deep learning has become a powerful machine learning technology, which allows 
learning multi-level representation and several methods exist that are particularly adapted for learning 
meaningful hidden representations. Among those models, we find the Variational Autoencoder (VAE) 
which is a deep generative model. In [4] the authors present the first efficient autoencoding variational 
Bayes (AEVB) which is an inference method based on latent Dirichlet allocation (LDA)-(AVITM), in 
this paper, they proposed a novel topic model named ProdLDA which replace the hybrid model in LDA 
with expert products, After applying their model on 20 Newsgroup dataset they obtained that AVITM 
outperforms baseline methods in term of accuracy and reasoning time, and the topics given by ProdLDA 
are more explanatory, Similarly, the authors in [8] presented Neural Variational Correlated Topic Model 
consisting of two main parts; the 1st one is the inference network with Centralized Transformation Flow 
and the 2nd one is the multinomial softmax generative model. To evaluate their model they used NPMI 
topic coherence. Their results showed that the model enhances the performance of topic modeling and 
can effectively capture topic correlation. 

Only some recent studies have used semantic embeddings like Bidirectional Encoder Representations 
from Transformers (BERT) and ELMO (Embeddings from Language Models) in topic analysis. In [9] 
the authors proposed Variational Auto-Encoder Topic Model (VAETM) which combines entity vector 
representation and word vector representation. The model uses large-scale external corpus and manually 
edited large-scale knowledge graph to learn the embedding representation of each word and entity, then, 
those embedding representations are integrated into the VAE framework to deduct the hidden 
representation of topic distributions; To prove the performance of their model they compared it with 
various of baseline algorithms (LDA, Sparse Additive Generative Model (SAGE) [10] and SCHOLAR 
[11]), and 20Newsgroups. IMDB and Chinese Standard Literature (96,000 national and industry 
standards of China) using as datasets; based on perplexity, NPMI, and accuracy measures; they showed 
that the model better mine the hidden semantic of short texts and improve topic modeling. 
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Many researchers opt for BERT [3] as contextualized word representations because it progresses the 
state of the art for different NLP tasks by pushing the MultiNLI accuracy to 86.7%, score to 80.5% for the 
General Language Understanding Evaluation (GLUE), the Stanford Question Answering Dataset 
(SQuAD v1.1) question answering Test F1-score to 93.2 and Test F1-score to 83.1 for SQuAD v2.0, 
compared to Glove, ELMOs, and OpenAI GPT; Among NLP tasks we found Topic modeling. The 
authors in [12] include in a neural topic model, the contextualized BERT embeddings to get more 
consistent topics compared to Neural-ProdLDA, NVDM, and LDA. 

Moreover, BERT creates word embeddings in multiple languages, in [13] the authors used LDA topic 
model and multilingual pre-trained BERT embeddings to analyze the evolution of topics in Chinese, 
English, and multilingual in scientific publications using Google-pre-trained BERT models: "bert-base-
chinese" for Chinese, "bert-base-uncased" for English and ¨bert-base-multilingual-uncased" for 
multilingual text. The results showed that the model can well analyze the scientific evolution of similar 
relationships between monolingual and multilingual disciplines. In most cases, 80% of the relationships 
are related to the key topics of each language. 

Compared with English, Arabic is a language with rich forms, less syntactic exploration, and fewer 
resources. The pre-trained AraBERT model [14] is very effective in language understanding compared 
with multilingual BERT. It achieves the most advanced performance in most Arabic NLP tasks. 

3. PROPOSED APPPROCH 
We will describe in this part, our model (AraBERTopic), the global architecture is exposed in Fig. 1. 
There are three principal components: 

(1) Data Acquisition: This component aims to collect data from Facebook pages using web scraping; 

(2) Pre-training model using AraBERT: Extract the features. 

(3) Extraction of topics using Neural Prod-LDA 

Figure 1. The global architecture of AraBERTopic model. 
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A. Word embeddings 
AraBERT [14] is a pre-training BERT transformer model for the Arabic language. It uses Transformer to 
learn the context between words (or sub-words) in texts. The Transformer encoder is considered to be 
bidirectional, which means that it reads the whole word sequence at one time, instead of reading the text 
input-oriented model in order (from right to left or from left to right). 

The input is a token sequence, which is first embedded into a vector and then processed in the neural 
network to obtain a vector sequence as output. As shown in Figure 2, [CLS] is a special symbol added 
before each sample input and [SEP] is a special separator mark. 

Generally, the embedding models include the following three layers: 
Ÿ The token embeddings layer changes each word tag into a 768-dimensional vector 

representation. 
Ÿ The segment embeddings layer has two representations Vector: the 1st vector (index 0) is 

attributed to all tokens of input 1, and the last vector (index 1) is attributed to all tokens of input 
2. 

Ÿ The Position embeddings layer: AraBERT is designed to process up to 512 input sequences. 
Therefore, AraBERT must learn a vector representation of each position. This means that the 
position integration layer is a size look-up table (512, 768) where : 

Ÿ The 1st row is the representation of the vector of each word in position 1. 
Ÿ The 2nd row is the representation of the vector of each word in position 2, etc. 

These representations are added in a single representation by the elements in the generated form (1, n, 
768). The following Figure shows the input representation passed to the AraBERT encoder layer. 

Figure 2. AraBERT input representation. 

The learning of AraBERT takes place in two phases: 
The 1st one is the pre-training, it is done only once, it allows the creation of a neural network that has a 
certain general understanding of the language. 

Then, the 2nd phase is called the fine-tuning phase, which allows the network to be trained on a specific 
task like classification, question answering, and Topic modeling as shown in figure 3. 
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Figure 3. General pre-training and fine-tuning processes for BERT [3]. 

Concerning Pre-training Dataset, it was scraped from Arabic news websites for articles. In addition there 
are two major publicly accessible Arabic corpora: 

ü Open Source International Arabic News (OSLAN) Corpus [14] composed of 3.5 million 
articles (about 1 billion tokens) from 31 news sources in 24 Arab countries, 

ü An Arabic corpus of 1.5 billion word [13], which is a contemporary corpus composed of more 
than 5 million articles from ten major information sources in 8 countries, 

After deleting the repeated sentences, the final size of the pre-training dataset in AraBERT is 70 million 
phrases (about 24 GB), which can represent a large number of topics discussed in news from different 
Arab regions. 

AraBERT was assessed on three tasks concerning Arabic language understanding: Named Entity 
Recognition, Sentiment Analysis, and Question Answering [12]. In our work, we used AraBERT in the 
Topic modeling task to enrich the representations and provide a significant augmentation in topic 
coherence by adding to neural topic models, the contextual information. 

B. Neural Topic Model 
ProdLDA [4] solved the problem of p(w|φ, γ) (a mixture of multinomials) distribution of LDA, which 
consists of never making predictions that are more precise than the mixed components. This led to low-
quality subjects and people's judgment is not consistent. 

The way to resolve this problem is by using the weighted product of experts to convert mixed words into 
word level. According to the definition, the weighted product of experts can make clearer predictions 
than any combination of experts. ProdLDA uses the weighted product of experts to replace the mixed 
word hypothesis in LDA [15], which greatly improves the consistency of topics. 

ProdLDA employed a VAE for LDA using a Laplace approximation for the Dirichlet distribution, which 
makes it possible to train a Dirichlet variational autoencoder. Moreover, this model does not directly 
reparametrize the Dirichlet distribution. 
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The only modifications to pass from LDA to ProdLDA are that ProdLDA is not normalized, and the 
conditional distribution of 

For the multinomial, the relation to an expert products is very simple; if we take 2 N-dimensional 
multinomials parameterized by mean vectors p and q and set the natural parameters to p = σ (v) and q = σ 
(r), we can show that (where δ ε [0, 1]): 

4. EXPERIMENTS AND RESULTS 
We will describe in this part, our dataset (collect and preprocessing), then we will present baselines and 
used metrics to compare our model with baseline methods. 

A. Dataset 
For almost 10 years, the Application Programming Interface (API) provided by Facebook has been the 
primary tool for researchers to collect data on Facebook. These data contain public information about 
user profiles, comments and reactions to public messages. However, after the Cambridge Analytics (CA) 
scandal in early 2018, Facebook significantly tightened access to its API [18]. To pull data from 
Facebook pages, we used web scraping techniques with Python language (Version 3.8) namely Requests 
(Version 2.25.0) and BeautifulSoup4 (Version 4.9.3) as external libraries for automatic browsing. In our 
study, we were interested in Arabic posts published on Facebook by Moroccan news pages. We chose 
seven Facebook pages (Hespress, Medi1TV, aljarida24.ma, alakhbar.maroc, Alyaoum24, 
JARIDATACHCHAAB, al3omk), and collected 81 598 posts published from 04 October 2020 to 05 
March 2021 (details of collected posts are shown in Table 1) 

TABLE I. DATA COLLECTION 

B. Data preprocessing 
We performed the common pre-processing steps in existing approaches which consist of: 

- Removal of Arabic stopwords. 
- Removing hyperlinks, hashes to keep only Arabic text. 
- Lemmatization of words using Farasapy Lemmatizer [19] for Arabic text. 
- Selecting the most frequent 2,000 words as the vocabulary 

C. Word embedding 
It designates a set of learning methods in NLP where vocabulary words (or phrases) are converted to 
numerical vectors. In our research, we used BERT word embeddings. 
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AraBERT is an Arabic pre-trained language model that gives a contextual embeddings, which is used to 
generate word embeddings. Each word is interpreted as a vector of size 768 and consequently each 
sentence is a list of word embeddings are extracted. The sequence of the embeddings is completed so that 
they have the same size. 

For our AraBERTopic model, we used the pretrained bert-base-arabert Arabic embedding with 12 
encoder blocks/layer, 768 hidden dimensions, 12 attention heads, and 110 M parameters. It can be found 
on the Google Bert model website [20]. 

D. LDA and ProdLDA settings 
Concerning LDA and prodLDA parameters, we selected twenty topics and the top-ten words for each 
topic. For the number of topics (N), we tested N values from 5 to 80. 

When the N value was 20, the results were good with the highest topic coherence value as shown in 
figure 4. 

Figure 4. Choosing the optimal number of LDA and ProdLDA topics

E. Experimental Setup
In our experiments, we used the implementation of AraBERTopic in Pytorch Library (Version 1.6.0). 
Adam optimizer was used, with a batch size of 64 and 2e-3 for the learning rate. Our model was fine-
tuned after 10 epochs over the data.

F. Baselines
We compared the two levels of our approach (feature extraction and topic modeling) to other models to 
prove its performance. Concerning feature extraction level, we compared Arabert Embedding with three 
embeddingmodels:

Ÿ asafaya/bert-base-arabic model [5]: This model iscontextual, it was pretrained on ~8.2 Billion 
words.

Ÿ Glove [21]: The model gives the vector representation of words using an unsupervised learning 
method. We choose 60% of the data set to train the model, because it captures the overall meaning of 
sentences in a relatively small memory.
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Ÿ  Doc2vec [22]: This model converts sentences or paragraphs to numeric vectors. In our work, we used 
Doc2vec Gensim implementation. To train our Doc2vec model, we used the same dataset as for the 
Glove model.

Concerning the second level of topic modeling, we compared ProdLDA to LDA used with different word
embedding models already mentioned.

G. Metrics
To assess the performance of the topic model is usually using the following metrics:

1. Subject coherence based on NPMI algorithm,
2. Coherence value (CV) measure or topic coherence measure,
3. Confusion or Perplexity evaluation.

1) NPMI
This metric [23] gives an automatic measure of the quality of the topics to evaluate our proposed model 
as well as baselines. It derives from Pointwise Mutual Information (PMI) and measures the effect of one 
xm variable on another xn. Its formal definition is as follows:

p(x ) : The likelihood that the word x  appearing in thecorpus,n n

p(x  , x  ) : The likelihood that the word x  and word x  appear together in the corpus.m n m n

We took in our experiment the top-five words of each topic, and for each word; we compute the NPMI 
score following this equation:

The topics that scored higher in NPMI are the most likely words to seem more often in the same 
document m than those who occasionally appeared.

2) Topic coherence
Topic coherence measure is also derived from PMI, which is used to evaluate the semantic similarity 
between high-resolution words of a topic. Topic coherence score is computed as follows:

3) Perplexity
Perplexity (PPL) is a statistical measure used to assess the quality of model subject modeling. It is 
computed as follows:
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The PPL can be explained by the confusion degree of each label in the document M to the topic model. 
The low-PPL model can better predict the words that may seem in the document.

H. Results analysis
In our experiments, we used experimental parameter summarized in the following table 2:

TABLE II. SETTINGS OF OUR IMPLEMENTED MODEL

1) Quantitative Evaluation

TABLE III. EVALUATION OF PERFORMANCE OF TOPIC MODELS PRODLDA AND 
LDA WITH DIFFERENT EMBEDDING MODELS.

We calculated NPMI, topic coherence, and perplexity measure of each model to better compare their 
performance with different embedding models on short Arabic text. As can be seen in Figure 5, the NPMI 
of AraBERTopic (AraBERT + ProdLDA) is 0.553, which is higher than the other models. Overall, our 
model outperforms baselines methods in terms of topic coherence value, perplexity (a lower value is 
better), and NPMI score as shown in Table 3.
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Figure 5. NPMI of different models

2) Qualitative evaluation
To prove the quality of the topics extracted by our models using ProdLDA which has the highest score 
within different embedding models as shown in Table 3, we display, in Table 4, examples of the top-six 
words of three topics from all the models. We have added the translation of each word in English.

The topics generated using AraBERTopic are more coherent than those generated by other models. In the 
second position, we find Asafaya's topics which sound to be coherent, but are influenced by additional 
mixed topics; for example, the 1st topic is about Coronavirus but it includes the term ‘Geographic’ which 
is a bit far from the topic.

Finally, we present in Figure 6 the wordcloud of the first six topics extracted by our model AraBERTopic.

TABLE IV. TOP SIX-WORDS OF THREE TOPICS EXTRACTED BY ALL THE MODELS.
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Figure 6. Topics sampled by AraBERTopic

5. CONCLUSION AND FUTURE WORK
We proposed in this paper a contextualized and neural AraBERT Topic Model (we named 
AraBERTopic) which integrates contextual knowledge to the neural topic model to capture more 
coherent and meaningful topics published in pages on the net.

For that, we collected 81 598 Arabic posts from Facebook pages of 7 Moroccan electronic press 
newspapers, then we preprocessed our dataset and extracted features using different embeddings models 
(Glove, Doc2Vec, and Asafaya – Arabic BERT). Finally, we extracted hidden topics in these pages using 
ProdLDA as a neural topic model and standard LDA.

To verify our contributions quantitatively, we performed experiments in terms of perplexity, topic 
coherence, and NPMI measures. The results proved that our proposed model can effectively capture 
meaningful topics and enhance the performance of topic modeling.

As part of our future work, we aim to enrich our ArabBERTopic model with new components to apply it 
to other tasks such as sentiment analysis using different deep learning algorithms (CNN, LSTM …).
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1. INTRODUCTION 
The lightweight cryptography [1] is that the scaled-down version of traditional cryptography which 
target is to provide security for devices which resource capacity is restricted. While thinking in computer 
communication all people want that no unwanted person but the expected one can receive original 
information. To make sure this security concern we must encrypt our message in such a way that only the 
expected one can decipher the information. However, there is a clear trade-off between lightweight and 
security at the core of lightweight cryptography: that is how a decent level of security are often achieved 
in such sort of resource-constrained devices. In recent years, the research community has been focusing 
on designing cryptographic primitives which are suited to those resource-constrained devices [2]. 
Conventional cryptographic algorithms like RSA mostly perform well in powerful devices; therefore 
lightweight algorithms do not seem to be necessary for them. Embedded systems, radio frequency 
identification devices (RFID), Internet of Things (IoT), and sensor networks are resource constraints. 
So, lightweight cryptography is mainly motivated for those. Different types of cryptographic algorithms 
like AES [1], DES [2], PRESENT [4], etc. are used for resource-constrained devices. In most resource-
limited devices, lightweight block ciphers use such design architectures which will ensure enough 
security while keeping execution cycles as less as possible. Most of the ciphers follow the Feistel 
Architecture like SIT [5], SIMON [6], Speck [6], etc. or by Substitution-Permutation Network like 
PRESENT [4], AES [7], etc. or by using both Architectures like DES [3], SIMON [6] to supply enough 
Shannon's confusion and diffusion properties in cipher text. Key scheduling in the block ciphers should 
perform in a secure way because the security of the ciphers depends on the secret keys which are used in 
every round of a block cipher.
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To make round keys strong, different complex number theories like modular arithmetic, prime 
factorization, Euclidian algorithms, etc. are applied in key generation techniques that end in hamper the 
performance of resource-limited devices. A good key scheduling must have two properties; randomness 
to generate unique keys and high avalanche effect to ensure high key sensitivity. A single bit change in 
the key should change at least 50% bit in the cipher-text so that an attacker cannot easily predict a plain-
text or keys through a statistical attack of cipher text. This property is regarded as avalanche effect. To 
implement a strong cipher, avalanche effect should be considered as one of the primary design objective. 

A. Motivation 
To research on cryptography is a challenging and interesting topic. Cryptography is the heart of secure 
data transmission. It includes complex mathematics, advanced programming, advanced number 
theories, etc. With the increasing usage of resource-constrained devices, lightweight block ciphers will 
be essential to provide security for those devices in near future. HP investigate that above seventy 
percent of re-source-limited devices are vulnerable to attacks [8]. It is essential to preserve a balance in 
between the security and performance. Since most of the cipher proposed till date is based on [3] 
complex number theory i.e., Modular arithmetic, Prime factorization, GCD testing algorithms etc. As 
conventional ciphers use complex number theory to meet (Avalanche Effect) [1] Shannon confusion and 
diffusion properties so these ciphers generally become computationally expensive that hinders the 
performance of resource limited devices. For that reason, it's becomes challenging to implement these 
heavy algorithms in small computing devices for ensuring security. We proposed a simple and less 
power consuming key generation technique based on [9] modified butterfly architecture of FFT. The 
average avalanche effect of MSBK technique is more than 50 % that meets the Shannon confusion and 
diffusion properties. On the other hand, proposed technique is computationally lightweight because 
MSBK uses simple logical operations like XOR and XNOR to generate output. It also ensures the non-
linearity as MSBK uses random number to generate output. Thus, the proposed MSBK technique 
ensures enough security as well as consumes less power. 

B. Contribution 
In this paper, we proposed a modified butterfly architecture based key generation technique termed 
MSBK for lightweight block cipher to deal with the security and resource utilization challenges for 
lightweight devices. We just put the modified butterfly architecture into the key scheduling process to 
generate strong round keys. To achieve more avalanche effect that is more than 50% of output bit should 
be changed for a single bit change in input; this property is also called Shannon confusion; it's a non-
linear transformation. It's highly recommended to design a strong cipher. My observation shows more 
than 53.27% avalanche effect on average for the key. It is also addressed non-linearity because MSBK 
uses random number to generate output. Normally this non-linear transformation is done by S-BOX [11] 
like in AES [3], DES [7]. We used MATLAB 2018b to test the randomness by entropy, Correlation, and 
histogram and key sensitivity i.e., Avalanche effect by encrypting images. The memory usage and 
execution cycle of the MSBK technique have been evaluated on the FELICS (Fair Evaluation of 
lightweight Cryptographic Systems) tool that runs on the Linux operating system. Thus, the proposed 
MSBK technique ensures enough security as well as consumes less power. 

2. BACKGROUND LITERATURE REVIEW 
Most of the modern cryptographic algorithms proposed are based on complex number theory like [1] 
RSA, [1] ElGamal, and SPN [3] network like AES and [1] Fiestel architecture like [3] DES. The primary 
focus of using these primitives is to create keys and cipher text more secure by ensuring more avalanche
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effect i.e., more confusion and diffusion in cipher text. The main problem with these primitives: these are 
computationally expensive which hampers the performance of resource limited devices if implemented 
on. So, to achieve more avalanche effect with lightweight mathematical operation is a difficult issue in 
cryptography. We proposed a neural network based technic to solve this issue. 

A. Modified Butterfly architecture of FFT 
The widely used low­complexity implementation of the Discrete Fourier Transform (DFT) is the FFT 
[10] which involved processing the signal for resource-limited devices. Butterfly architecture is the 
heart of FFT computing. One of the most popular FFT methods is the Cooley–Tukey algorithm [10]. 
This algorithm is used to compute the complex series of FFT. This algorithm works in a divide-conquer 
manner to split the whole DFT problem into several possible smallest DFTs. The simple FFT consists of 
radix­2 butterfly architecture blocks. We used the same structure of butterfly block as in FFT. We just 
replaced complex computation and mathematical operations by two logical operations: XOR and 
XNOR that play a vital role to achieve a consistent avalanche effect in generated keys. 

B. Feistel Architecture 
Feistel architecture is a symmetric structure to achieve higher avalanche effect in cipher text to keep safe 
cipher text from different attacks. It is a repetitive structure. There are several rounds and each round has 
same operation with different keys in Feistel Network. Input data is divided into two halves. The right 
half does unchanged and also is transmuted by a round function which takes a round-key as input. The 
left half generates output by combining with the transformed output of right half using a bitwise 
operation XOR. After that left half and right half are exchanged to get input for the next round. The 
number of round depend on cipher design. 

C. Related works 
The author of article [9], Eva Volna proposed a cipher that deals with using neural network in the area of 
cryptography. They designed an encryption algorithm based on neural network that would be practically 
in cryptography. They applied Backpropagation network as a supervised learning to train the fully 
connected feed forward neural network. They claimed that the neural network works reliably and 
unconditionally no errors are initiated in the outputs throughout encryption and decryption process. 
Weights treat as keys in the neural network based cryptosystem. But their algorithm is computationally 
expensive due to extra burden of training process of neural network. 

In paper [14], the authors evaluate the performance and security of modern lightweight ciphers like 
TEA, HIGHT, KATAN and KLEIN which are instigated especially in resource-constrained devices. 
These ciphers are implemented on AVR Atmel ATtiny45 microcontroller to estimate performance based 
on their memory efficiency and energy consumption and also assessed the degree of confusion and 
diffusion to test avalanche effect. 

In paper [2], authors proposed a cipher for lightweight devices in 2018 that consists of two core concepts 
genetic algorithm namely two point crossover and coin flip mutation which end result to achieve less 
data usage and also condensed power consumption than the earlier proposed ciphers. Authors also 
contributed on key scheduling process by putting non-linear bit shuffling in replace of matrix. They also 
test their proposed cipher on FELICS to compare execution cycle and memory usages. They analyzed 
their cipher based on the image encryption by MATLAB tools. 
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The Paper [5] presented a symmetric cipher that combined together Feistel architecture and Substitution 
Permutation Network (SPN) to avail the linear and non-linear transformation in cipher text. They 
proposed a cipher that includes: key generation and the encryption process. The key scheduling section 
generates 5 unique keys by taking 64 bits master key as input from the user. After initial permutation, 64-
bit input is grouped into 4 blocks each of which is 16-bit data in size. Every 4 blocks are fitted as input for 
f-function as shown in Fig. 1. A 4x4 metric is used to transform the output of the f-function. Here the only 
source of nonlinearity is the usage of the matrix. The F-function consists of two P-Boxes; used in key 
scheduling is just the linear transformation. The F-function consists of two P-Boxes; used in key 
scheduling is just the linear transformation. 

Figure 1: F-Function of SIT algorithm. 

We introduced MSBK-function in replace of F-function to provide both nonlinearity and high avalanche 
effect which results in high key sensitivity. 

3. PROPOSED APPROACH 
This section describes our proposed approach that is a symmetric key block cipher of 64 bits block size. 
The proposed algorithm consists of Key scheduling as well as encryption process. The key expansion 
generates round keys which are used to encrypt plaintext with the help of encryption process. The 
proposed approach uses MSBK based key scheduling technique to generate five unique round keys for 
five round of encryption process. Thus the encryption process must be strong enough so that the 
intruders cannot be able to break the cipher. In the process of encryption and decryption, the most 
fundamental component is a key. The whole security of the encrypted cipher text depends on that key. If 
the key that was used to generate cipher text is compromised, the security is totally broken. The size of 
the round keys is 64 bits. 

A. MSBK Structure 
The Modified Split-radix Butterfly for Key (MSBK) structure is very simple which is based on the 
concept of the modified split-radix butterfly structure of FFT. This function have three layers namely 
input layer X={x0, x1, x2, x3}, middle layer and output layer Y = {y0, y1, y2, y3}. This function takes
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four 4-bit numbers as input and output has the same size as input. Two basic bitwise logical operations: 
XOR and XNOR are used to produce the output. The modified split­radix butterfly comprises two 
hidden layer operations from full butterfly architecture for first two input sequences like X0 and X2 (see 
Figure 2). In the split­radix architecture, first two input sequences like X0 and X2 is directly connected 
to output layers as shown in Figure 2. Also two random numbers R1 and R2 is applied to generate the 
output. 

Figure 2: Internal structure of MSBK function 

The pseudo random number R1 and R2 are generated by the following equation. 

The pseudo random number ensures the nonlinear property of MSBK function. The output of the 
function is generated as the following equations. 

Thus, output layer Y is calculated. 

B. Key expansion with MSBK 
The key scheduling architecture of a cipher should be as difficult as possible to prevent data from 
different statistical attacks like chosen cipher text, chosen plain text, differential attack etc. the 
sensitivity of the keys must be too high. Even if the attacker assume the key that differs only a single bit 
from the original key, the result of decryption with that assumed key should be as like as cipher text. To 
ensure higher key sensitivity, we used MSBK structure for generating key with avalanche effect more 
than 50%.The Figure 3 illustrates the details of proposed key expansion technique. 
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Figure 3: MSBK based Key expansion 

The proposed algorithm needs 64 bit data as input to generate five unique keys for five rounds of 
encryption process as shown in figure 3. These 64 bits data are divided by 4 bits which generate 16 
networks. Each network of 16 networks, consist of 4 bit data. The proposed technique uses 4 MSBK 
blocks which operate on four 4 bit (0-15) numbers. These four numbers for each MSBK blocks are 
obtained after performing an initial permutation of 16 segments of input key (K) as like equation (3.4). 

Where i = 1 to 4 for first four round keys as shown in Figure (3). Each MSBK blocks takes input of every 
four segments assigned as in equation (1). To make enough diffusion (linear transformation) in 
generated keys, we replicated the nonlinear bit shuffling from previous research. After that the four 16-
bit key (K1, K2, K3, K4) are generated which consists of the output of four bit networks. The next step is 
to apply XOR operation on every key K1, K2, K3, and K4 to generate the fifth key K5. 

C. Avalanche effect of MSBK based key expansion structure 
The proposed MSBK based key scheduling process generates round keys with higher avalanche effect. 
We generated quite thousands keys to evaluate the avalanche effect of MSBK based key generation 
approach. In best case analysis, it provides avalanche effect up to 63.49%. However, the average 
avalanche effect of proposed key scheduling is above 50 percent which meets the standard of Shannon 
confusion properties. The Table 1 shows 3 pairs of cipher text for 3 different pair of main keys while a 
pair of keys differs only in single bit to each other. 
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Table 1: Avalanche effect of MSBK based approach 

D. Non-Linear Bit Shuffling 
We used the nonlinear bit-shuffling as reported in the literature [2]. In the nonlinear bit-shuffling, a 
concatenated 16-bit is transferred to each block of non-linear bit shuffling. After that, a random number 
is computed from the input of 16-bit data which is again logically combined with 16-bit input by 
performing a bitwise XOR operation. The output of the XOR operation is transferred to bit shuffling as 
well as to the perfect shuffling block sequentially to create enough diffusion in generated keys. The 
above figure shows the flow of non-linear bit shuffling. A concatenated 16-bit input enters into each non-
linear bit shuffling block form MSBK block. Taking that 16-bit data as a seed a pseudo random number is 
generated using linear feedback shift register. Then the two is XORed. The result is transferred to the bit 
shuffling block. The bit shuffling blocks perform an in-place conventional permutation. 

E. Encryption process 
We used the encryption algorithm which was proposed by [2]. The encryption process consists of Feistel 
architecture with G-function [2] which is based on the concept of two operators of genetic algorithms: 
mutation and crossover. Fig. 4 illustrates the flow of operation for a single among five rounds. 

Figure 4: One of the rounds encryption process. 

International Journal of Computing and Digital Systems (IJCDS)   (Volume- 14, Issue - 02, May-Aug 2025)                                             Page No - 66



ISSN 2210-142X

The results of the final round are concatenated to obtain Cipher Text (Ct). 

The 64-bit message is equally split into four 16 bit segments. According to the Feistel structure, 
swapping, XOR, XNOR operations are performed among the split blocks to increase the avalanche 
effect in cipher text. An XNOR operation is performed between round key and left as well as rightmost 
blocks separately. Then the output of the XNOR operation is feed to G-function as input. The 4th block 
and output of the left G-function are again XORed and the 2nd block and output of the right G-function 
are XORed as well. After that, a swapping operation is executed among the 4 blocks except for the last 
round. The equation (3.5) represents the process of how a single rounds encrypt plaintext into cipher text. 
Finally, every four blocks are combined together to generate a block of 64-bit cipher text. The decryption 
process is the opposite of the encryption process. This time last key is used first. 

F. G-Function 
We replicated the G-function from the earlier research work. The G-function [2] is based on the concept 
of two operators of genetic algorithms: mutation and crossover. This function takes 16 bits as input and 
first, split equally into 2 eight-bit segments. Both two 8 bit data are transformed by using a substitution 
box that is called S-Box. After performing a two-point crossover to both outputs of S-Box, a coin flip 
mutation operation occurs. Finally, the 16-bit output is generated. 

4. RESULT AND DISCUSSION 
The proposed approach is implemented in C language. We used CodeBlocks as IDE. The coding was 
free of any machine specification. We also used a benchmark tool termed FELICS to measure memory 
usage and execution cycles that runs on Linux Ubuntu. The FELICS tool is open access and free to 
install. We also implemented our proposed MSBK cipher in MATLAB 2021a to evaluate the security 
strength of keys by encrypting images. 

A. Evaluation Parameters 
The security strength of the proposed algorithm is tested based on key sensitivity, execution cycles, 
histogram and correlation. We also assessed the memory utilization and execution cycles for key 
generation, encryption and decryption of this algorithm. 

B. FELICS implementation 
The MSBK cipher is also implemented in a benchmark tool termed FELICS to measure memory usage 
and execution cycles .The FELICS [15] provides a command-line interface like GCC (GNU Compiler 
Collection) to test and build any lightweight cryptographic code. They provide documentation to 
facilitate the implementation as shown in Figure 5. We can compile our implementation and test whether 
ours is runnable in FELICS or not. It provides three scenarios against which we can test our code. 
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Figure 5: Testing the implementation of the proposed approach on FELICS. 

The simulation of the algorithm is performed by an open source benchmark tool for lightweight 
cryptography named FELICS. It is used for the purpose of performance evaluation on different 
platforms (such as AVR, MSP, ARM and PC). It can measure execution cycles, RAM footprint and 
binary code size. It can easily compare the new cipher with previous ciphers. Table IV shows a 
comparative results of different ciphers for AVR architecture. It can be seen that among the methods 
considered, the proposed method has the lowest cycles for key generation, encryption and decryption. 

Table 2: Comparison Of Different Lightweight Algorithms On Avr Architecture 

Fig. 6 presents bar chart comparisons among various reported ciphers with proposed approach. For each 
ciphers, bar chart shows the status of required clock cycles to generate keys, cipher text from plaintext, 
plaintext from cipher text, as well as overall execution cycles. The chart shown in figure 6 clearly
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demonstrates that the proposed cipher executes in less clock cycles, improving over the other reported 
ciphers. 

Figure 6: Execution Cycle Comparison for Hardware Implementation

C. MATLAB implementation 
The MSBK cipher is also demonstrated in MATLAB® which encrypts an image and then decrypts the 
image with the correct key for a visual observation key sensitivity. After that the images are decrypted by 
using a wrong key with only one-bit difference from the original key. This is also a test for the avalanche 
effect of the keys. The ciphertext is not recognizable though only one bit changes in the original keys. 
Fig. 7 shows that for MSBK cipher, the encrypted images can only be decrypted with the correct key 

Figure 7: Statistical Analysis of Key Sensitivity 
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Fig. 8 presents the histograms of original images: a) Flower, e) Bridge, i) Baboon and encrypted images: 
b) Flower, f) Bridge, j) Baboon. The vertical line refers to the number of pixels, and the horizontal line 
refers to the intensity of image. Cipher images show the uniform distribution in histogram that indicates 
the security strength of the proposed cipher. Hence, the statistical attacks like chosen plaintext attack, 
chosen cipher text attacks are not vulnerable to this cipher. 

Figure 8: The histogram of original images and decrypted images 

Figure 9 shows the correlation graph of the original image and the encrypted images .The correlation 
graph of plain image shows linear relationship that is higher positive correlated value. However, the 
correlation graph of cipher image shows highly randomness that is the negative values. Hence, the 
negative correlation values of encrypted images indicates the strong security strength of proposed 
cipher. 

Figure 9: The correlation graph of original and decrypted images 
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The below Table 3 indicates the security strength analysis of the proposed technique using (a)Flower, 
(e)Bridge, (i)Baboon images correlation coefficients. The correlation coefficient of plain images shows 
higher positive correlated value. However, the correlation coefficient of cipher images shows highly 
randomness that is the negative values. Hence, the negative correlation values of encrypted images 
indicate the strong security strength of proposed cipher. Also number of pixel change rate (NPCR) is 
almost 100% that indicates the strong security of the cipher. 

Table 3. Correlation Coefficients Of Original Image And Encrypted Image 

The score of UACI for all tested images meet the security standard as shown in Table 3. So, the security 
strength of the proposed cipher is as strong to prevent online and offline attacks. 

Table 4: Results of Information Entropy 

The typical result of entropy is 8 that relates for the real randomness. Here, proposed approach gives 
almost 8 of entropy for three different images as shown in Table 4. 

D. Energy Consumption 
For calculating the total power consumed by an algorithm on a particular devices, first we need the 
execution cycle of that algorithm. By using the following equation (4.1), we can compute the power 
consumption of an algorithm on a particular device: 
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Figure 10: Energy consumption comparison of ciphers 

According to the [19] absolute maximum rating (AMR) of dataset, usually maximum operating voltage 
of Atmel Atmega88/168 is 6V, Maximum current is 200mA and operates at 20 MHz. Figure 10 
demonstrates the of energy consumption of different reported ciphers along with the proposed MBFK 
cipher. The bat chart shows that proposed approach consume less power than that of others. It can be seen 
that for the algorithms considered, the proposed algorithm has the lowest power consumption. 

5. CONCLUSION 
The security, as well as performance of resource-limited devices, is an important issue. For this purpose, 
a lightweight cryptographic algorithm using butterfly architecture of FFT is proposed in this paper. This 
MSBK algorithm has lower key generation cycles and less power consumption than the existing ciphers. 
The histogram and the correlation plots indicate that the MSBK cipher can reliably encrypt images. 
Moreover, the key sensitivity results indicate that for MSBK cipher, encrypted images can only be 
successfully decrypted using the actual key. Hence, the proposed cipher will be an excellent solution of 
security for those devices that are resource-limited. We intend to perform more mathematical analysis on 
our proposed algorithm to investigate its security strength as future work. 
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