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1. Introduc�on 

It is composed of a large number of 

highly interconnected processing 

elements (neurons) working in unison 

to solve specific problems. It is 

composed of a large number of highly 

interconnected processing elements 

(neurons) working in unison to solve 

specific problems. [1]The firsrst ar�ficial 

neuron was produced in 1943 by the 

neurophysiologist Warren McCulloch 

and the logician Walter Pits.  An ANN is 

configured for a specific applicaca�on, 

such as patern reccogni�on or ta 

classificaa�on, through a learning 

process. Learning in biological systems 

involves adjustments to the synap�c 

connec�ons th t exist between the 

neurons. Even simple animal brains 

are capable of func�ons that are 

currently impossible for computers. 

Computers do rote things well, like 

keeping ledgers or performing 

complex math. But computers have 

trouble recognizing even simple 

paterns much less generalizing those 

paterns of the past in�o ac�ons of the 

future. Brains store informa�on as 

paterns. Some of these paaerns are 

very complicated and allow us the 

Abstract
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ability to recognize individual faces 

from many different angles. This 

process of storing informa�on as 

pa�erns, u�lizing those perns, and 

then solving problems encompasses a 

new field in ccompu�ng. This field, as 

men�oned b forre, does not u�le 

tradi�onal pogramming but involves 

the crea�on of massively parallel 

networks and the training of those 

networks to solve specific problems.

2. Human Neuron V/s Ar�ficial 

Neurons

The fundamental processing element 

of a neural network is a neuron. 

Basically, a biological neuron receives 

inputs from other sources, combines 

them in some way, performs a 

generally nonlinear opera�on on the 

result, and then outputs the final 

result. These components are known 

by their biological names - dendrites, 

soma, axon, and synapses(Figure 1). 

Dendrites are hair-like extensions of 

the soma which act like input 

channels. These input channels 

receive their input through the 

synapses of other neurons. The soma 

then processes these incoming signals 

over �me. The soma then turns th t 

processed value into an output which 

is sent out to other neurons through 

the axon and the synapses. Recent 

experimental data has provided 

further evidence that biological 

neurons are structurally more 

complex than the simplis�c 

explana�on abo e.

Neural network researchers are 

seeking an understanding of nature's 

capabili�es for which people can 

engineer solu�ons o problems that 

have not been solved by tradi�onal 

compu�ng[2]. o do this, the basic 

unit of neural networks, the ar�ficial 

neurons, simulate the four basic 

func�ons of n tural neurons. Various 

inputs to the network are represented 

by the mathema� al symbol, 

x(n)(Figure 2). Each of these inputs are 

Figure 1: A Simple Neuron.
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mul�plied y a cconnec�on eight. 

These weights are represented by 

w(n). In the simplest case, these 

products are simply summed, fed 

through a transfer func�on to 

generate a result, and then output. 

This process lends itself to physical 

implementa�on on a lage scale in a 

small package. This electronic 

implementa�on is s�ll possible with 

other network structures which u�lie 

differennt summing func�ons asell as 

different transffer func�ons.

The applica�ons including, the 

recogni�on of ext, the idenn� aica�on 

of speech, and the image deciphering 

of scenes are required to turn real-

world inputs into discrete values. 

These poten�al alues are limited to 

some known set, like the ASCII 

characters or the most common 

50,000 English words. Because of this 

limita�on of output op�ons, these 

applica�ons don't always u�lie 

networks composed of neurons that 

simply sum up, and thereby smooth, 

inputs. These networks may u�lie the 

binary proper�es of O Ring and AN 

Ding of inputs. These func�ons, and 

many others, can be built into the 

summa�on and tansffer func�ons of a 

network.

Approach

A.  A Simple Neuron 

An ar�ficial ne on is a device with 

many inputs and one output. The 

neuron has two modes of opera�on; 

the training mode and the using 

mode. In the training mode, the 

neuron can be trained to fire (or not), 

for par�cular input p aerns. In the 

using mode, when a taught input 

patern is detected at the input, its 

associated output becomes the 

current output. If the input patern 

does not belong in the taught list of 

input paterns, the firing rule is used to 

determine whether to fire or not.

B.  Firing Rules

The firing rule[3] is an important 

concept in neural networks and 

accounts for their high flexibility. A 

firing rule determines how one 

calculates whether a neuron should 

fire for any input paaern. It relates to 

Figure 2: A Basic Ar�ficial Ne on.

Journal of Current Development in Artificial Intelligence (Volume - 13, Issue - 3 , Sep - Dec 2025)                  Page No .3



The difference between the two truth 

tables is called the generaliza�on of 

the neuron. Therefore the firing rule 

gives the neuron a sense of similarity 

and enables it to respond 'sensibly' to 

paterns not seen during training.

As an example of the way the firing 

rule is applied, take the patern 010. It 

differs from 000 in 1 element, from 

001 in 2 elements, from 101 in 3 

elements and from 111 in 2 elements. 

Therefore, the 'nearest' patern is 000 

which belongs in the 0-taught set. 

Thus the firing rule requires that the 

neuron should not fire when the input 

is 001. On the other hand, 011 is 

equally distant from two taught 

paterns that have different outputs 

and thus the output stays undefined 

(0/1).

By applying the firing in every column 

the following truth table is obtained:

all the input paterns, not only the 

ones on which the node was trained. A 

simple firing rule can be implemented 

by using Hamming distance 

technique. The Rule Goes As Follows: 

“Take a collec�on of taining paaerns 

for a node, some of which cause it to 

fire (the 1-taught set of paaerns) and 

others which prevent it from doing so 

(the 0-taught set). Then the paterns 

not in the collec�on ause the node to 

fire if, on comparison, they have more 

input elements in common with the 

'nearest' patern in the 1-taught set 

than with the 'nearest' patern in the 

0-taught set. If there is a �e, then the 

patern remains in the undefined 

state.”

For example: A 3-input neuron is 

taught to output 1 when the input 

(X1,X2 and X3) is 111 or 101 and to 

output 0 when the input is 000 or 001. 

Then, before applying the firing rule, 

the truth table is:
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4  Architecture of Neural Networks[5]

A. Feed –Forward Networks

Feed-forward ANNs allow signals to 

travel one way only; from input to 

output. There is no feedback i.e. the 

output of any layer does not affect 

that same layer. Feed-forward ANNs 

(Figure 4) tend to be straight forward 

networks that associate inputs with 

outputs. They are extensively used in 

patern recogni�on. This type of 

organiza�on is also eferred to as 

botom-up or top-down.

A. Patern Reccogni�on

An important applica�on of neual 

networks is patern reccogni�on[4]. 

Patern recogni�on can be 

implemented by using a feed-forward 

neural network(Figure 3) that has 

been trained accordingly. During 

training, the network is trained to 

associate outputs with input paterns. 

When the network is used, it iden�fies 

the input patern and tries to output 

the associated output patern. The 

power of neural networks comes to 

life when a patern that has no 

output associated with it, is given 

as an input. In this case, the 

network gives the output that 

corresponds to a taught input 

patern that is least different from 

the given patern.

Figure 3: A Feed Forward Neural Network.

Figure 4: An Example of a Simple Feed Forward Network.
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B.  Feedback Networks

This is where the output of one layer 

routes back to a previous layer(Figure 

5). The way that the neurons are 

connected to each other has a 

significant impact on the operaa�on of 

the network. In the larger, more 

professional so� are development 

packages the user is allowed to add, 

delete, and control these connec�ons 

at will. By "tweaking" parameters 

these connec�ons an be made to 

either excite or inhibit.

Figure 5: Simple Network with 

Feedback and Compe��on.

C. Perceptrons

The most influenn�alork on neural 

nets in the 60's went under the 

heading of 'perceptrons '[6] a term 

coined by Frank Rosenbla�. The 

perceptron (Figure 6) turns out to be 

an MCP model (neuron with weighted 

inputs ) with some addi�onal, f ed, 

pre--processing. Units labeled A1, A2, 

Aj , Ap are called associa�on units and 

their task is to extract specific, 

localised featured from the input 

images. Perceptrons mimic the basic 

idea behind the mammalian visual 

system. They were mainly used in 

patern reccogni�onven though their 

capabili�es xtended a lot more.

5. Electronic Implementa�on of 

Ar�ficial Ne ons

These ar�ficial neurons are called 

"processing elements" and have many 

more capabili�es than the simple 

ar�ficial ne on. In Figure 7, inputs 

enter into the processing element 

from the upper le�.

Figure 7: A Model of a "Processing 

Element”

Figure 6: A Perceptron.
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The first step is for each of these inputs 

to be mul�plied y their rrespecte 

weigh�ng actor (w(n)). Then these 

modified inputs are fed into the 

summing func�on, which usually jut 

sums these products. These 

opera�ons ould produce a number of 

different values which are then 

propagated forward; values such as 

the average, the largest, the smallest, 

the ORed values, the ANDed values, 

etc. Furthermore, most commercial 

development products allow so� are 

engineers to create their own 

summing func�ons via rou�nesoded 

in a higher level language. Some�mes 

the summing func�on is further 

complicated by the addi�on of an 

ac� aa�on func�on which enables the 

summing func�on o opera�e in a �me 

sensi� e way.

Either way, the output of the summing 

func�on is then se t into a transfer 

func�on. This func�on then turns this 

number into a real output via some 

algorithm. It is this algorithm that 

takes the input and turns it into a zero 

or a one, a minus one or a one, or 

some other number. The transfer 

func�ons that are commonly 

supported are sigmoid, sine, 

hyperbolic tangent, etc. This transfer 

func�on also an scale the output or 

control its value via thresholds. The 

result of the transfer func�on is 

usually the direct output of the 

processing element. An example of 

how a transfer func�on orks (Figure 

8).

Figure 8: Sigmoid Transfer Func�on
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This sigmoid transfer func�on akes 

the value from the summa�on 

func�on, alled sum (Figure 8), and 

turns it into a value between zero and 

one. Finally, the processing element is 

ready to output the result of its 

transfer func�on. This output is then 

input into other processing elements, 

or to an outside connec�on, as 

dictated by the structure of the 

network.

All ar�ficial neural networks are 

constructed from this basic building 

block - the processing element or the 

ar�ficial ne on. It is variety and the 

fundamental differences in these 

building blocks which par�ally ause 

the implemen�ng of neual networks 

to be an "art.”

6.  Applica�on of Neual  Networks

Neural networks are ideal in 

recognizing diseases using scans since 

there is no need to provide a specific 

algorithm on how to iden�y the 

disease[7]. Neural networks learn by 

example so the details of how to 

recognize the disease are not needed. 

What is needed is a set of examples 

that are representa� e of all the 

varia�ons of the disease. The qua n�ty 

of examples is not as important as the 

'quan�ty'. The xamples need to be 

selected very carefully if the system is 

to perform reliably and efficiently.

Neural Networks are used 

experimentally to model the human 

cardiovascular system[8]. Diagnosis 

can be achieved by building a model of 

the cardiovascular system of an 

individual and comparing it with the 

real �me p ysiological measurements 

taken from the pa�e t. If this rrou�ne 

is carried out regularly, poten�al 

harmful medical condi�ons an be 

detected at an early stage and thus 

make the process of comba�ng the 

disease much easier.

ANNs are used experimentally to 

implement electronic noses[9]. 

Electronic noses have several 

poten�al appli aa�ons inelemedicine. 

Telemedicine is the prac�ce of 

medicine over long distances via a 

communica�on link. The electonic 

nose would iden�y odors in the 

remote surgical environment. These 

iden�fied odors would then be 

electronically transmited to another 

site where a door genera�on ystem 

would recreate them. Because the 

sense of smell can be an important 

sense to the surgeon, telesmell would 

enhance telepresent surgery. 
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An applica�on d veloped in the mid-

1980s called the "instant physician" 

trained an auto associa� e memory 

neural network to store a large 

number of medical records, each of 

which includes informa�on on 

symptoms, diagnosis, and treatment 

for a par�cular case. Aer training, the 

net can be presented with input 

consis�ng of a s t of symptoms; it will 

then find the full stored paaern that 

represents the "best" diagnosis and 

treatment.

Conclusion

The compu�ng orld has a lot to gain 

from neural networks. Their ability to 

learn by example makes them very 

flexible and powerful. Furthermore 

there is no need to devise an algorithm 

in order to perform a specific task; i.e. 

there is no need to understand the 

internal mechanisms of that task. They 

are also very well suited for real �me 

systems because of their fast response 

and computa�onal �mes which e 

due to their parallel architecture.

Neural networks also contribute to 

other areas of research such as 

neurology and psychology. They are 

regularly used to model parts of living 

organisms and to inves� ate the 

internal mechanisms of the brain.

Perhaps the most exci�ng aspect of 

neural networks is the possibility that 

some day 'conscious' networks might 

be produced. There is a number of 

scien�ts arguing that consciousness 

is a 'mechanical' property and that 

'conscious' neural networks are a 

realis�c possibilit.

Finally, I would like to state that even 

though neural networks have a huge 

poten�al e will only get the best of 

them when they are integrated with 

compu�n , AI, fuzzy logic and related 

subjects.
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Introduc�on 

Data mining has useful business 

applica�ons such as finding u ful 

hidden informa�on fom databases, 

predic�ng futue trends, and making 

good business decisions [1,6,7]. So� 

compu�ng echniques such as fuzzy 

logic, gene�c al orithm and neural 

networks are useful in data mining 

[l,2,l0]. Web intelligence, a term that 

was coined in the late 1999's, 

concerns about research and 

applica�on of machine learning and 

informa�on echnology with a specific 

focus on the Web platorms. Typical 

Web Intelligence applica�ons include 

but not limited to online text 

classificaa�on, Web document 

Abstract

Web has become the primary means for informa�on distribu�on. It is being usedor 

educa�onal purposes and thus its popularity resuled in heavy traffic in the Internet. 

Web Intelligence (WI) deals with the scien�fic  explora�on of the w territories of 
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find useful hidden pa erns for beber appliclica�on. Probl em to address so� 
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clustering, Web recommender for e-

commerce, Web usage profiling and 

similar knowledge discovery tasks are 

drawing atenn�on om c communi�es 

of global researchers. The data, in the 

context of data that are originated 

from the Web, called Web Intelligence 

data pose certain challenges to 

knowledge discovery tasks and Web 

mining. WI (Web Intelligence) is 

studied carefully from different 

aspects [3]. WI exploits Ar�ficial 

Intelligence (AI) and advanced 

Informa�on echnology (IT) on the 

Web and Internet [3].

1)Web- The World Wide Web 

(abbreviated as WWW or W3, 

commonly known as the web) is a 

system of interlinked hypertext

documents accessed via the internet 

With a we, one can view web pages 

that may contain text, images, videos, 

and other mul�media and n vigate 

between them via.hyper link On 

March 12,1989,Tim berners lee a 

bri�sh omputer scienn� and former 

cern (European Organiza�on for 

Nuclear Research) employee, wrote a 

proposal for what would eventually 

become the World Wide Web.[5]

2)Web Intelligence- Web intelligence 

is the area of study and research of the 

  

applica�on of ar�ficial intelligence 

and informa�on echnology on the 

web in order to create the next 

genera�on of poducts, services and 

frameworks based on The internet. 

The term was born in a paper writen 

by Ning Zhong, Jiming Liu Yao and 

Y.Y.Ohsuga in the Computer So� are 

and Applica�ons Co ference in 2000. 

[11]

3) Methods of Data Mining – 

.Ar�ficial ne al networks - Non-linear 

predic� e models that learn through 

training and resemble biological 

neural networks in structure. Warren 

McCulloch and Walter Pi�s [19] 

(1943) created a computa�onal model 

for neural networks based on 

mathema�cs and algorithms. They 

called this model threshold logic. 

Neural network is used in data mining 

for patern reccogni�on.

Decision trees - Tree-shaped 

structures that represent sets of 

decisions. These decisions generate 

rules for the classificaa�on of a taset. 

Although decision trees have been in 

development and use for over 60 

years (one of the earliest uses of 

decision trees was in the study of 

television broadcas�ng y Belson in 
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1956).Decision tree is used in data 

mining for the classificaa�on.

A decision tree consists of 3 types of 

nodes:

a. Decision nodes - commonly 

represented by squares.

b. Chance nodes - represented by 

circles.

c. End nodes - represented by 

triangles.

Ÿ Rule induc�on - The xtrrac�on of 

useful if-then rules from data based 

on sta�stal significance. The rule 

induc�on al orithm was first used 

by Hunt in his CLS system in 1962.

Ÿ Gene�c al gorithms - Op�maza�on 

techniques based on the concepts 

of gene�c ombinaa�on, mata�on, 

and natural selec�on. It was 

introduced by John Holland in 

1975.In 1989, Axcelis, Inc. released 

Evolver, the world's first 

commercial GA product for 

desktop computers.[20]

Ÿ Nearest neighbor - A classificaa�on 

technique that classifies each 

record based on the records most 

similar to it in an historical 

database. Donald Knuth in vol. 3 of 

The Art of Computer Programming 

(1973) called it the postoffice 

problem, referring to an 

applica�on of assigning to a 

residence the nearest post office. 

Nearest is used in data mining for 

clustering.

Literature Review

So� Compu�ng-

So� compu�ng is an emerging 

approach to compu�ng which 

parallels remarkable ability of human 

mind to reason and learn in an 

environment of uncertainty and 

imprecision[12].So� Compu�ng 

consists of several compu�ng 

paradigms like Neural Networks, Fuzzy 

Logic, and Gene�c al gorithms. So� 

Compu�ng uses ybridizaa�on of these 

techniques. A hybrid technique would 

inherit all the advantages of 

cons�tue t techniques. Thus the 

components of So� Compu�ng e 

complementary, not compe�t e, 

offering their own advantages and 

techniques to partnerships to allow 

solu�ons to otherwise unsolvable 

problems [13].
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2. So� Compu�ng thodsa)

a) Fuzzy Logic- As one of the principal 

cons�tue nts of so� comput , fuzzy 

logic is playing a key role in what might 

be called high MIQ (machine 

intelligence quo�e t) systems. Two 

concepts within fuzzy logic play a 

central role in its applica�ons. The f st 

is a linguis�c variable; that is, a 

variable whose values are words or 

sentences in a natural or synthe�c 

language[14]. The other is a fuzzy if-

then rule, in which the antecedent and 

consequents are proposi�ons 

containing linguis�c variables [14]. 

While variables in mathema�cs 

usually take numerical values, in fuzzy 

logic applica�ons, the non-numeric 

linguis�c ariables arre oen used to 

facilitate the expression of rules and 

facts [15]. For example, a simple 

temperature regulator that uses a fan 

might look like this:

IF temperature IS very cold THEN stop 

fan

IF temperature IS cold THEN turn 

down fan

IF temperature IS normal THEN 

maintain level

IF temperature IS hot THEN speed up 

fan

There is no "ELSE" – all of the rules are 

evaluated, because the temperature 

might be "cold" and "normal" at the 

same �me o different degrees.

b) Neural networks- Based on the 

computa�onal simplicity Ar�ficial 

Neural Network (ANN) based classifier 

1. Difference betwween so� and hd c compu�ng-
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In propose Methodology, We train an 

ANN with back propaga�on as eror 

tracing method and weight updated 

with biological gene�c algorithm. 

Proposed Method consist of two 

phase.

Ÿ c) Support Vector Machines- 

Support Vector Machine (SVM) is a 

classificaa�on technique based on 

sta�stal learning theory. It is based 

on the idea of a hyper plane classifier. 

The goal of SVM is to find a linear 

op�mal hyper plane so that the 

margin of separa�on b tween the two 

classes is maximized [17].The figure 2 

below presents an overview of the 

SVM process

Gene�c Algorithm- A gene�c 

algorithm (GA) is a search heuris�c 

that mimics the process of natural 

selec�on. This heuris�c (also 

some�mes alled a metaheuriss�c) 

are used. In this proposed system, a 

feed forward mul�l yer network is 

used. Back propaga�on (BPN) 

Algorithm is used for training. There 

must be input layer, at least one 

hidden layer and output layer. The 

hidden and output layer nodes adjust 

the weights value depending on the 

error in classificaa�on. In BPN the signal 

flow will be in feed forward dirrec�on, 

but the error is back propagated and 

weights are up dated to reduce error. 

The modificaa�on of the eights is 

according to the gradient of the error 

curve, which points in the direc�on o 

the local minimum. Thus making it 

much reliable in predic�on as ell as 

classifying tasks.

Fig Ar�ficial Ne al Network Structure
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is rou�nely used o generate useful 

solu�ons to op�miaa�on and 

search problems.[16]

1. In proposed Methodology, GA work 

as

Parent selec�on Previous weight 

applied to error occurred in NN layer 

are the parent chromosome.

3. Split parent into two parents.

4. Select Crossover indices from 

parent then swap the element to 

generate new offspring.

5. Combine this two offspring and 

train NN with newly generated child.

6. Set weights to layer at which the 

minimum error occurred.

7. Muted selected indices

8. Repeat from step no 1 to step no 6 

for every error occur NN Layers.

9. Stop.

2.3 Web Intelligence- This defini�on 

has the following implica�ons. The 

basis of WI is AI and IT. The “I” happens 

to be shared by both “AI” and “IT”, 

although with different meanings in 

them, and “W” defines the plaaorm 

on which WI research is carried out, 

[18]. The goal of WI is the joint goals of 

AI and IT on the new platorm of the 

Web.

1. Web Intelligence Ralated Topics-

An overview of WI related topics as 

shown in Figure 3 and list several 

major subtopics in each topic below 

[11].

a. Web Human-Media Engineering: 

Fig  SVM process
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The art of Web page design, 

mul�media informa�on 

representa�on, mul�media 

informa�on pocessing, visualizaa�on 

of Web informa�on, and eb-based 

human computer interface.

b. Web Informa�on Management: 

Data quality management, 

informa�on transforma�on, 

Internet and Web-based data 

management, mul�dimensional 

Web databases and OLAP (on-line 

analy� al prrocessing), mul�media 

informa�on management, new 

data models for the Web, object 

oriented Web informa�on 

management, personalized 

informa�on mana ement, semi-

structured data management, use 

and management of metadata, 

Web knowledge management, 

Web page automa�c eneraa�on 

and upda�n , as well as Web 

security, integrity, privacy and 

trust.

c. Web Informa�on Retrieval: 

Approximate retrieval, conceptual 

informa�on extrac�on, image 

retrieval, mul�linguis�c 

informa�on etrievval, mul�media 

retrieval, new retrieval models, 

ontology-based informa�on 

retrieval, as well as automa�c 

Web content cataloging and 

indexing.

d. Web Agents: Dynamics of 

informa�on sources, e-mail 

filtering, email semi-automa�c 

reply, global informa�on 

collec�n , informa�on filtering, 

Fig- WI topics
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naviga�on guides, ecommender 

systems, remembrance agents, 

reputa�on mechanisms, esource 

intermediary and coordina�on 

mechanisms, as well as Web-

based coopera� e problem 

solving.

e. Web Mining and Farming: Data 

mining and knowledge discovery, 

hypertext analysis and 

transforma�on, lerning user 

profiles, mul�media ta mining, 

regulari�es in eb surfing and 

Internet conges�on, ext mining, 

Web-based ontology engineering, 

Web-based reverse engineering, 

Web farming, Web-log mining, 

and Web warehousing. 

f. Web Informa�on System 

Environment and Founda�ons: 

Compe�t e dynamics of Web 

sites, emerging Web technology, 

network community forma�on 

and support, new Web 

informa�on descrip�on and qu y 

languages, theories of small world 

Web, Web informa�on system 

development tools, and Web 

protocols.

Conclusions

Current research in so� compu�ng 

mainly focuses on the discovery 

algorithm and visualiza�on 

techniques. So� compu�ng 

methodologies, like fuzzy logic, 

neural networks, Support Vector 

Machines and gene�c al orithms 

have recently been used to solve 

data mining problems can also be 

in web intelligence. This paper 

suggest the so� compu�ng 

techniques used in so� 

compu�ng. ac ording to the new 

characteris�c, so to achieve 

intelligence of the web.
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Abstract

Reliable es�ma�on of discharge apacity helplps prac��one o provide essenssen�al 

informa�on regarding flood mi�ga�o onsconstruc�onydraulic structures and 

predic�on of sedime t loads so as to plan for efficient prevenven�ve measures. 

Conven�onal m thods for ess�ma�ng the discharg apacity of a channel have been 

based on standard uniform flow formulas, such as Chezy's, Manning's, and Darcy-

Weisbach's equa�ons, by either trea�ng the cross-sec�on as a whole o y dividing 

it horizontally, ver� ally, or diagonally into non-in�erac�ng subareas. Another 

standard method for discharge es�ma�on is y considering the intnterac�on ects 

between the main channel and the flood plains, otherwise known as the method of 

coherence (COHM). Coherence method is observed to give be�er predic�on of 

discharge with respect to the other methods but involves a variety of difficult 

formulae for calcula�ng discharge undergoing a vey complicated procedure. 

Therefore these standard discharge predic�on m thods are not always suited to be 

used in all sorts of data sets. Hence in this paper an atempt has been made to 

predict the discharge capacity in straight compound channels by Ar�ficial Neural 

Network which does not involve complicated calcula�ons. In this paper both the 

conven�onal models and ANN are analyed with the experimental data sets 

reported by other inves�gaors, such as the large scale channel data of FCF (Flood 

Channel Facility) (1991), straight channel data of Knight and Demetriou (1983), 

Discharge	Prediction	in	Straight	Compound	Channels	

Using	Arti�icial	Neural	Network

1 2 3Preeti	Patel,	Kishanjit	K.	Khatua,	Arpan	Pradhan

1
M.Tech. Student, Dept. of Civil Engineering, National Institute of Technology, 

Rourkela-769008, India
2
Associate Professor, Dept. of Civil Engineering, National Institute of Technology, 

Rourkela-769008, India
2Ph.D. Scholar, Dept. of Civil Engineering, National Institute of Technology, 

Rourkela-769008, India

Journal of Current Development in Artificial Intelligence (Volume - 13, Issue - 3 , Sep - Dec 2025)                  Page No .21



1. Introduc�on

There are numerous hydrologic 

processes such as rainfall, snowfall, 

flood and draughts etc. which are 

usually inves� ated by analyzing their 

records of observa�ons. And ma y 

characteris�cs of these processes 

represent definite relaa�on le flood in 

river due to excess rainfall. In river 

channel analysis, the accurate 

predic�on of discharge carrying 

capacity is a major problem. A flood is 

an overflow of water that submerges 

land area adjacent to a river or stream 

know as floodplain and this type of 

channel is commonly known as 

compound channel. The accurate 

predic�on of discharge carrying 

capacity of straight compound 

channel is important for flood 

warning, determina�on of flood risk 

areas, flood controlling work in river, 

and in designing ar�ficial aterways. 

The conven�onal m thod of discharge 

calcula�on in compound open 

channel flow, like Single Channel 

Method (SCM), where the whole 

compound sec�on is onsidered as a 

single sec�on. In SCM or a compound 

open channel, it is difficult to assign a 

single value manning's n for the whole 

sec�on; this problem can be 

overcome by Divided Channel Method 

(DCM) by assigning different 

manning's n values for main channel 

and floodplains. The selec�on of 

interface plane for the separa�on of 

the compound sec�on o sub-areas 

can be made by using the value of 

apparent shear at assumed interface 

plane (Knight and Demetriou 1983). 

The problem associated with DCM is 

turbulent interac�on of flow tween 

main channel and floodplains which 

leads to momentum transfer. The 

Coherence Method (COHM) of Ackers 

(1992) for a compound open channel 

is a func�on of eometry only and 

along with geometrical weted 

parameters of the channel it uses the 

Darcy-Weisbach fric�on actor f and 

the discharge deficit factor (DISDEF) 

Myers (1984) and the data observed at NIT Rourkela by Khatua (2008) and Mohanty 

(2013).The paper provides with a comparison among the discharge predic�ons and 

the percentage of error with respect to the actual discharges.

Keywords: Discharge Predic�on, Straig t Channel, Coherence Method, ANN, Error 

Analysis
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for discharge calcula�ons.

In this paper work, an atempt has 

been made to predict discharge 

capacity for straight compound 

channels. Along with the 

experimental studies at NIT Rourkela, 

experimental data sets of other 

researchers are also inves� ated. 

Comparison among the various 

discharge predic�ons and pecentage 

of error with respect to actual 

discharges have been made.

A simple but reliable predic�on 

method for es�m a�ng dischge of 

flood channel is highly desirable for 

field engineers. And easily implement 

able technique ANN has been adopted 

in this paper. Typically, the 

architecture of ANNs consist of a 

series of nodes that are usually 

arranged in layers an input layer, an 

output layer and one or more hidden 

layers. The number of hidden layers 

required generally depends on the 

complexity of the rela�onship 

between input parameter and output 

values. Back propaga�on al orithm of 

Ar�ficial Neural Network (ANN) is 

used for predic�on of dischage in 

compound open channel and result 

obtained by ANN is compared with 

Single Channel Method (SCM), Divide 

Channel Method (DCM) and the 

Coherence Method (COHM).

2. Methodologies

2.1 Single Channel Method (SCM)

A compound channel cross-sec�on is 

comprised of the deep main channel 

along with a shallow flood plain on 

one or both sides of the main channel. 

Chow (1959) suggested that 

Manning's, or Chezy's or 

Darcy–Weischbach's equa�ons 

shown in equa�ons 1-3 respectely 

can be used to predict discharge 

capacity at low depths, i.e. when the 

flow is only in main channel. But 

during over-bank flows such as floods, 

these tradi�onal formulae either 

overes�m tes or underess� tes the 

discharge capacity. By applying a 

composite roughness value in these 

methods, the predic�on of dischage 

is basically inadequate for compound 

channels as they are considered as a 

single unit. The discharge carrying 

capacity is underes�m ted as the 

single channel method suffers from a 

sudden reduc�on in ydraulic radius 

as the main channel overtops to the 

floodplains.

oSAR
n

Q 3/21
= (1)
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Divided channel methods solve the 

issue of composite roughness as 

dis�nct oughness values of the main 

channel and floodplains can be used in 

their individual calcula�ons. With the 

help of these division interfaces, the 

compound channel sec�on is divided 

into subsec�ons whose individual 

discharges are calculated by using 

Manning's or Chezy's equa�ons and 

summed up to give the total discharge 

carried by the compound channel 

sec�on. Geneally, Manning's formula 

is used in the calcula�ons and is gi en 

by the equa�on 4.

where i refers to the subsec�ons of the 

compound channel and the other 

variables have their usual denota�on.

When the ver� al interfaces are 

here Q is the overall discharge of the 

compound channel, A is the cross-

sec�onal area of the compound 

channel, R is the hydraulic radius for 

the compound channel, S is the slope o 

of the channel, n is the composite 

Manning's coefficient for the 

compound channel while C and f are 

the Chezy's constant and Darcy-

Weischbach's fric�on actor for the 

compound channel respec� ely.

2.2 Divided Channel Method (DCM)

The separa�on of compound sec�on 

into sub-sec�on y using 'interface 

plane' between the junc�ons of main 

channel and floodplains is known as 

divided channel method (DCM). 

Assumed interface planes, ver� ally at 

the junc�on of the main channel and 

floodplains and horizontally at the 

bank-full depth of the main channel.

oRSACQ =

oRSAQ
f

8g
 =

(2)

(3)

Figure 1 Typical Division of a Straight Compound Channel

(4)

Journal of Current Development in Artificial Intelligence (Volume - 13, Issue - 3 , Sep - Dec 2025)                  Page No .24



considered, two types of methods can 

be perceived, VDM-I and VDM-II. The 

ver� al division lines are not 

considered in the computa�on of the 

weted perimeter for the main 

channel for the case of VDM-I while it 

is considered for VDM-II. Similarly in 

the case of division of compound 

sec�on y the horizontal interface, 

two approaches are observed, HDM-I 

and HDM-II where the division line is 

not included in calcula�ons or HDM-I 

and included in HDM-II. The ver� al 

division methods take into 

considera�on the i terrac�onffect 

between the main channel and 

floodplains, while the horizontal 

methods do not. However by simply 

altering the weted perimeter by the 

ver� al interfaces or the horizontal 

interfaces, does not completely reflect 

the interac�on ffect as a simple 

func�on and in eneral overess� tes 

the flow rate. The discharge prredic�on 

methods by these approaches do not 

provide with a par�cular tend. For 

the present study, by applying all 

these division method to the current 

dataset, HDM-I gave beter results for 

which only this approach is considered 

in the present inves� aa�on and is 

denoted as DCM (Divided Channel 

Method).

2.3 Coherence Method (COHM)

Acker (1992 and 1993) established a 

one dimensional approach for dealing 

with overbank flows and the related 

difficul�es of heterogeneous 

roughness and shape effects. 

Coherence denoted as COH, is defined 

as the ra�o of the basic onveyance 

calculated by trea�ng the channel as a 

single unit with perimeter weigh�ng 

of the fric�on actor to that calculated 

by summing the basic conveyances of 

the separate zones which is given by 

equa�on 5.

here i iden�fies each of th n flow 

zones, A is the sub-sec�onal aea, P is 

the weted perimeter of the 

subsec�on and f is the 

Darcy–Weisbach fric�on actor for the 

subsec�on. 

As COH approaches unity, it is 

appropriate to treat the channel as a 

single unit using the overall geometry 

and discharge is es�m ted as per 

(5)
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single channel method. In extreme 

cases, COH may be as low as 0.5. When 

coherence is much less than unity, 

discharge deficit factors are required 

to correct the individual discharges in 

each sub-area and calcula�ons ae 

similar to divided channel method.

The coherence method was 

developed by Ackers by basically 

taking into considera�on the 

experimental inves� aa�ons of the 

flood channel facility (FCF) phase A, 

data sets. Four dis�nct l vels of flow 

regions have been suggested by the 

study which occurs above the bank-

full level of the main channel in the 

case of straight compound channel 

flows. Different discharge deficit 

factors are to be es�m ted by 

methodologies given by Ackers (1993) 

for each region to es�m te the overall 

discharge of the compound channel.

Region 1:

The depth of flow is quite low in this 

region; hence, the veloci�es in 

floodplains and the main channel are 

very dissimilar. This region is 

characterized by rela� e depth, 

H<0.2.r

where H is the water level above 

channel botom and h is the bank-full 

level of the main channel.

Region 2:

This zone is of a higher depth where 

interac�on ffect is s s�ll not domi t 

and the flow computaa�on depends on 

discharge adjustment factor, DISADF 

in the channel under considera�on.

where DISADF is the discharge 2

adjustment factor for region 2.

Region 3:

This zone appears when the rela� e 

depth is around 0.5 and the 

interference effect affects the 

discharge capacity and hence the 

discharge adjustment factor is 

different in this region and is termed 

as DISADF.3

Region 4:

This zone has a greater value of 

rela� e depth i.e. above 0.6 and 

behaves as a single unit due to the 

coherence character that obeys both 

the main channel and the floodplains. 

The discharge adjustment factor for 
(6)

(7)

(8)

(9)
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this region DISADF is dependent on 4

the aforesaid coherence character of 

flow.

here Q is the basic total discharge basic 

calculated using zones separated by 

ver� al divisions. The discharge deficit 

factor for zone 1 and the discharge 

adjustment factors for the others 

zones are calculated by individual 

methodologies and then the 

predicted discharge is es�m ted from 

the choice of region.

3. Sources of Data Sets and Selec�on 

of Hydraulic Parameters

3.1 Sources of Data

The data used for analysis are;

1. Experimental findings from 

the Flood Channel Facility (FCF) at HR 

Wallingford, UK (1987) which is served 

as a high quality benchmark data used 

by many researchers to compare and 

validate their research work. FCF 

Phase A consists of experimental data 

sets for straight compound channels 

with different cross-sec�onal 

geometries having symmetric and 

asymmetric sec�ons. Six such d ta 

series have been considered in this 

paper with symmetric cross-sec�ons.

2. Experimental results from Knight 

(1983) are considered comprising of 

one rectangular main channel and two 

symmetrically disposed floodplains. 

Three such data sets with different 

floodplain widths are presented, 

demonstra�ng its effect on the 

discharge capacity of the compound 

channel with other variables 

remaining constant.

3. Smooth channel boundary data 

are collected from Myers (1984) 

rela�ng o asymmetrical as well as 

symmetrical compound cross sec�ons 

from which only the symmetric data 

set is considered.

4. Data sets from similar 

experimenta�ons onducted at NIT, 

Rourkela by Khatua (2008) and 

Mohanty (2013) have been 

considered in the study.

The detailed parameters of all the 

datasets are given in table 1.

NOP represents the number of data 

points, h refers to the depth of main 

channel while b is the base width of 

main channel. B is the cross-sec�onal 

top width of the two-stage channel S o
refers to the longitudinal bed slope or 

the valley slope and n is the Manning's 

roughness coefficient. β refer to the 

rela� e depth of the rrespecte data 

points.

(10)
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3.2 Selec�on of Hydraulic 

Parameters

Discharge in a straight compound 

channels found to be substan�ally 

dependent on geometrical as well as 

hydraulic factors deduced from the 

study of literatures (Yang 2005). 

Therefore in the current study, the 

parameters considered in the neural 

network analysis are (i) the width ra�o 

α=B/b, (ii) the ra�o of main channel 

area to that of floodplain denoted as 

A'=A /A , (iii) ra�o of hydraulic M FP
radius of main channel to that of the 

floodplain referred as R'=R /R , (iv) M FP
slope of the compound channel S, (v) O

Darcy's fric�on factor f for the 

respec� e data points and (vi) the 

rela� ve depth of the channel sec�on 

for each data point denoted as β=(H-

h)/h. the above non-dimensional 

variables are normalized in the range 

of [-1,1] for beter disstribu�on of ta 

sets and are considered as input 

values to the ar�ficial ne al network 

code with the actual discharge data as 

the output range.

4. Back Propaga�on Neual Network 

(BPNN)

4.1 Back Propaga�on Neural 

Network Architecture

The architecture network of a back 

propaga�on neual network model 

consist of three layers namely input 

layer, hidden layer and output layer. 

Generally, input layer is considered a 

distributor of informa�on fom the 

external sources. Hidden layer are 

considered to be feature detectors of 

such informa�on. The output l yer is 

Table 1 Geometric Parameters of Data Sets in Literature

Journal of Current Development in Artificial Intelligence (Volume - 13, Issue - 3 , Sep - Dec 2025)                  Page No .28



considered a collector of the features 

detected and producer of the 

network. The input signals of input 

layer and output signals of hidden 

layer are modified by intercconnec�on 

weight, known as weight factor. The 

sum of signals from input layer (total 

ac� aa�on) is then modified by a 

sigmoidal transfer func�on f). And 

the sum of the modified signal from 

hidden layer is then modified by a pure 

linear transfer (f) func�on and output 

is collected at output layer.

Let I= (I , I ,....I), p= 1, 2, . . . ,N be the p p1 p2 pl

pth patern among N input paaern.

Output from a neuron in the input 

layer is,

O=I, I = 1, 2, . .lpi pi

Output from a neuron in the hidden 

layer is

O=f (NET)=                  ), j=1, 2, . .mpj pj

Output from a neuron in output layer 

is

O = f(NET ) = f                        k=1, 2, . .npk pk

where W represents connec�on ji

th thweights between i  input neuron to j  

hidden neuron, and W represents kj

thconnec�on weights between j  

th
hidden neuron to k  output neuron.

4.2 Learning or Training in Back 

Propaga�on Neural N twork

Batch mode type of supervised 

learning has been used in the present 

case in which interconnec�on eights 

are adjusted using delta rule algorithm 

afer sending the en�e training 

sample to the network. During 

training, the predicted output is 

compared with the desired output, 

and the mean square error is 

calculated. If the mean square error is 

more than a prescribed limi�ng alue, 

it is back propagated from output to 

input, and weights are further 

modified �ll the e or or number of 

itera�ons is within a pescribed limit.

Mean square error, E for patern p is p

defined as

where, D is the target output, and O pi pi

this the computed output for the i  

patern.

Weight change at any �met, is given 

by

here η is the learning rate i.e. 0 < η <1  

and α is the momentum coefficient i.e. 

(11)

(12)
(14)

(15)
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0 < α <1.

5. Result and Analysis

The collected data sets being 95 in 

number are divided into 70% of 

training data and the rest as tes�ng 

data. The number of hidden layer 

neuron are fixed by experimentaa�on 

to find the ANN architecture with 

minimum value of mean squared error 

as shown in figure 2. The neural 

network structure architecture is 

chosen to be three layered structure 

denoted as 6-8-1 i.e. 6 input layers, 8 

hidden layers and 1 output layer. 

Analysis on the residual value of the 

training data sets are carried out as 

shown in the figure 3, charted against 

the test series samples. The analysis 

indicates that the training data is well 

trained as the residuals are evenly 

distributed across the centerline. 

Figure 4 specifies the comparison 

among the actual and predicted 

values of discharge in the training and 

tes�ng d ta ranges which are found to 

be quite synchronized.

The correla�on plots b tween the 

actual and predicted discharges is 

presented in figure 5 for all the 

predic�on m thods. ANN is seen to 

have the highest coefficient of 

determination of 0.99 which is quite 

high, indica�ng th t the model is 

poten�ally suitable for discharge 

computa�ons. able 2 illustrates the 

different error values for each of the 

models indicated in the paper. Mean 

absolute error (MAE), the mean 

square error (MSE) and the root mean 

square error (RMSE) all show 

minimum values for the discharge 

predic�ons y ANN which are again 

incidentally much less in comparison 

to the other methods. MAPE or the 

mean absolute percentage error for 

ANN model is around 7% whereas that 

for coherence model and divided 

channel method is around 16% and 

20% respec� ely, with 22% in the case 

of single channel method. The 
2

coefficient of determinana�on, i.e. the R 

values are also specified in the table 

with an increasing order of preference 

from SCM to the ANN predic�on 

model.

6. Conclusions 

The following conclusions that can be 

presented in this paper are 

1. Es�m a�on of discharge 

predic�on in a ompound channel 

is studied in this paper with a 

proposi�on of using an ar�ficial 

neural network model as a tool for 

discharge es�m a�on. ANN is able 
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Figure 2 MSE for Different Ann Architectures Figure 3 Residual Distribu�on or Training Data

Figure 4.1 Comparision in Training Data Figure 4.2 Comparision in Tes�ng D ta

Figure 4 Comparision of Actual and Predicted Discharge Values in ANN

Figure 5 Correla�on Plots b tween Actual and Predicted Discharges
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to provide with decisive results 

with high degree of accuracy for a 

wide variety of data sets having 

nonlinear rela�onshi s, due to 

the nonlinear mapping of the 

input and output values.

2. Tradi�onal m thods for discharge 

predic�on in ompound channels 

such as single channel method 

and divided channel methods are 

inves� ated where the SCM 

underes�m tes while the DCMs 

overes�m te the actual value 

primarily because the interac�on 

effects between the main channel 

and floodplains are not taken into 

considera�on.

3. The coherence method which 

takes the momentum transfer 

mechanism into account, gives 

reasonable predic�on alues. The 

issue of overbank flow and 

composite roughness is also taken 

care of. COHM gives reliably 

beter result than the trradi�onal 

methods but ANN surpasses all 

the methods as far as accuracy is 

concerned.

4. The correla�on plots or different 

methods show that the ANN 

model is fi ed with astounding 

accuracy whereas the coefficient 

of determina�on or the other 

methods are lower. The mean 

absolute percentage error for 

ANN is observed to be as low as 

7% as compared to higher mean 

absolute percentage of errors for 

the other models.

5. The present study has immense 

scope where the data sets can be 

increased by applying the data of 

other inves� ators to provide 

with a more decisive analysis, as 

the proposed ANN model can be 

examined with a wider variety of 

data ranges.

Table 2 Error Analysis
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1. Introduc�on

The inclusion of periodic elements 

loading a transmission line or a 

volumetric structure such as 

frequency selec� e surfaces has been 

of interest for over the past 60 years. 

The ini�al appli aa�ons of ar�ficial 

dielectrics and periodic structures, for 

the implementa�on of lenses to 

enhance radar technology [1], evolved 

to photonic bandgap and 

electromagne�c band ap structures 

from the Infrared frequency range [2] 

and scaled to the RF and microwave 

frequency range [3, 4]. In the late 90s, 

the split ring resonator (SRR) was 

proposed as an element with a strong 

magne�c response, implemented 

with conven�onal onductors [5]. The 

combina�on of these SRR eleme ts 

with thinwire media gave rise to a so 

called le� handed  meta material 

structure, characterized by exhibi�ng 

n�paallel phase and group velocity 

and E-field, H-field, and k-vectors 

forming a lef-handed triad instead of 

a conven�onal rig t-handed one [6, 

7]. The explora�on of these tructures 

gave rise to the implementa�on of a 

broad range of devices in different 

configuraa�ons, om free space to 

closed and open waveguides [8–15].

One of the most popular transmission 

lines employed in communica�on 

Abstract

The proper�es of a modified oaxial transmission line by periodic inclusions will be 

discussed. The introduc�on of split ring resonaors, conductor stubs, air gaps, and 

combina�on of these gives rise o neew frequency selec�ve proper�es, such a top 

band or passband behavior, observable in planar as well as volumetric 

metamaterial structures. These results envisage new poten�al appli ca�ons and 

implementa�on of d vices in coaxial transmission line technology.

Frequency	Selective	Properties	of	Coaxial
Transmission	Lines	Loaded		with	Combined	

Arti�icial	Inclusions

Ms.	Riya	Rai

(Research Scholar)
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systems is coaxial cables. This is due to 

the fact that it is completely shielded, 

exhibi�ng high interference 

protec�on, and th t it supports a 

transverse electromagne�c mode as 

the fundamental propaga�ng mode. 

This implies the lack of a cut-o ff

frequency, which allows among other 

things the simultaneous transmission 

of informa�on signals as ell as DC or 

AC power, which enables powering 

the remote end of the communica�on 

link, as applied, for example, in Power 

over Ethernet devices or in terrestrial 

microwave communica�on lin s. In 

this sense, the applica�on of 

inclusions in order to tailor the 

frequency response of a coaxial 

transmission line can be of interest in 

this type of applica�ons. This oncept 

has been extended in order to 

poten�ally impleme t devices such as 

power dividers, based on a coaxial 

transmission line loaded with SRR 

elements as well as with capaci� e 

loaded strips which exhibit frequency 

selec� e response [16].

In this work, an alterna� e 

configuraa�on in der to implement 

lef-handed coaxial transmission lines 

is proposed. It consists in the 

superposi�on of Split Ring esonators 

with an array of concentric thin wires, 

emula�ng a thin wie media, which is 

in principle decoupled to the array of 

SRR elements. Due to decoupling of 

the electric response of the SRR 

elements and the thin wire media, it is 

possible to obtain an ini�al ejected 

frequency band that becomes a 

passband when both structures are 

combined. The proposed structure is 

schema� ally depicted in Figure 1. 

Ini�ally, in Sec�on 2, the equency 

response of the individual structures 

(Split Ring Resonators and thin wire 

media) will be described. Sec�on 3 

describes the combina�on of both in 

order to achieve an equivalent lef-

handed medium, with a characteris�c 

pass-band response, leading to the 

conclusions of the paper.

Figure 1: Schema�c vi w of a coaxial
transmission line loaded with radial

stubs and Split Ring Resonators
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2. Coaxial Transmission Line with 

Periodic Inclusions

Theini�al step in order to obtain 

frequency selec� e behavior is to 

introduce periodic inclusions in a 

conven�onal coaxial transmission 

line. The first step is to introduce split 

ring resonators embedded within the 

dielectric volume of the coaxial cable. 

The loca�on of the SRR eleme ts will 

be given by physical restric�ons o fit 

the inclusions as well as by the 

configuraa�on of the elecomagnene�c 

fields. It is a well-known fact that the 

coaxial transmission line supports a 

transverse electromagne�c mode, 

with E-field lines perpendicular to the 

central conductor spanning to the 

surrounding ground plane, whereas 

the H-field lines are solenoidal, closing 

around the central conductor strip. 

The SRR element exhibits 

bianisotropic behaviour, being the 

main excita�on omponent of H-field 

lines which are perpendicular to the 

plane that contains the metallic 

sloted rings. Taking this fact into 

account, ini�ally the mot adequate 

posi�on o obtain adequate excitaa�on 

of the SRR elements is to place them in 

an axial disposi�on aound the central 

conductor line, as depicted in Figure 1. 

The quasista�c esonance frequency 

can be determined by an equivalent 

circuit, in which the central frequency 

is given by an LC tank, as described in 

[8, 9], which is coupled to the 

equivalent circuit model of the 

transmission line. In the design 

proposed in this work, the dimensions 

of the SRR elements are given in Figure 

2, which following the equivalent 

circuit model of the SRR exhibit a 

quasista�c resonance frequency in 

the vicinity of 2.9GHz [8, 9]. The 

Coaxial Transmission Line has an inner 

conductor of diameter 1mm, an outer 

diameter of 8.9mm, and a dielectric of 

ε = 2.43.r
Full wave simula�on esults have been 

obtained with the aid of CST 

Microwave Studio for the Coaxial 

Transmission Line loaded with SRR 

elements. The host transmission line is 

loaded with 6 SRR elements of the 

dimensions previously stated in Figure 

2. The overall length of the proposed 

prototype is 33mm.The simula�on 

results are shown in Figure 3, in which 

a rejec�on band in the vicinity of 

2.9GHz can be observed, clearly given 

by the quasista�c resonance 

frequency of the SRR elements. 

Resonances at higher frequencies 
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(beyond the obtained simula�on 

result) are given either by dynamic 

resonances of the SRR elements or by 

Bragg resonances due to periodic 

loading. This can also be observed in 

the surface current density plots 

which are depicted in Figure 4. 

Excita�on an be seen in the SRR 

elements in the quasista�c esonance 

frequency at 2.9GHz, whereas li�le or 

no response from the SRR elements is 

observed out of the resonance band. 

At this band, the structure can be 

viewed as equivalent media with a 

nega� e value of magne�c 

permeability  μ.

Figure 2: Dimensions of the SRR elements which load the host Coaxial Transmission 
Line.  The conductor strips have a thickness of 0.1 mm.

Figure 3: Full wave simula�on esults for S21 and S11 parameters in a Coaxial
Transmission Line loaded  with Split Ring Resonators. The quasista�c esonance

frequency is approximately at 2.9GHz, determined by the dimensions of the 
SRR elements embedded in the dielectric core  of the Coaxial Transmission Line.
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In order to achieve a Lef-Handed 

structure it is necessary to combine an 

equivalent nega� e  μ with the 

equivalent nega� e value of  μ which 

can be observed at the plasma 

frequency. A simple way to achieve 

this condi�on is y exxci�ng an aay of 

thin wires with a parallel electric field. 

This approach has been successfully 

applied in volumetric experiments, 

hollow metallic waveguides as well as 

in planar transmission lines. Following 

a transmission line analogy these 

radial stubs behave in a similar fashion 

as shunt inductors, which are 

connected from the central conductor 

to the ground plane. The number of 

stubs as well as their separa�on 

distance determines the overall  

requency response of the device, 

which intrinsically high pass. Full wave 

simula�on esults have been obtained 

for a Coaxial Transmission Line loaded 

with 10 radial stubs, each one of them 

with a diameter of 0.1mm (Figure 6). 

Each set of radial stubs is separated 10 

mm, in order to allocate addi�onal 

SRR elements in the composite lef-

handed configuraa�on that will be 

described in the following sec�on. The 

results depicted in Figure 4 show 

strong rejec�on values at the 

opera�ng frequency of the SRR 

elements, in the 2.9GHz frequency 

region. The rejec�on gi en in the 

2.9GHz frequency region can be 

observed in the surface current plots 

presented in Figure 5.

As it can be seen, there is very low 

surface current content in the output 

port, due to high values in the 

reflec�on oefficient determined by 

the S11 parameter, in line with the 

induc� e nature of the radial stubs.

(a) (b)
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(c) (d)

3. Combined Loading Elements

Once the equivalent value of nega� e 

ε can be derived from the radial stubs 

loading the Coaxial Transmission Line 

and the equivalent value of nega� e  

μis achieved by introducing SRR 

elements, both can be now combined 

in a single structure in order to obtain 

Lef-Handed behaviour. In order to 

enhance the frequency response of 

the resul�ng d vice, both the electric 

response (given by the radial stubs) 

and the magne�c esponse (given by 

the set of SRR elements) should be 

decoupled [8, 9]. Due to the fact that 

the fundamental mode in the Coaxial 

Transmission Line is a TEM mode, E-

field components extend from the 

central conductor to the external 

ground plane conductor, 

perpendicular to the conductor 

surfaces, whereas the H-field lines 

close around the central conductor 

strip in a concentric manner. 

Therefore, the op�mal onfigurara�on 

to achieve such decoupling is the 

arrangement depicted in Figure 1, in 

which the arrays of radial stubs are 

located within the normal plane in 

which the slits of the metallic rings of 

the SRR are located. The result of such 

a combined structure is a passband 

where previously a stopband was 

present, as can be seen from the full 

wave simula�on esults depicted in 

Figure 7. This passband exists due to 

the combined effect of the quasistaa�c 

resonance frequency of the SRR 

elements and the strong induc� e 

response of the radial stubs at this 

frequency. Once out of the bandwidth 

Figure 4: Surface current plots for the SRR loaded Coaxial Transmission Line. (a) Observa�on 

frequency of 2.9GHz, in which quasista�c esonances can be observed within the SRR elements, 

(b) observa�on fequency of 1GHz, (c) observaa�on equency of 4GHz, and (d) volumetric representata�on

 of SRR excita�on t the quasistaa�cesonance frequency of 2.9GHz.
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of opera�on of the quasista�c 

resonance frequency of the SRR 

element, rejec�on is once again 

observed, since only reac� e power 

can now be propagated. This can be 

clearly seen in the power flow plots 

depicted in Figure 8, as well as in the 

surface current density plots shown in 

Figure 9.

4. Conclusions

In this work, a novel configuraa�on in 

order to achieve Lef-Handed 

behavior in a Coaxial Transmission 

Line is presented. By combining a set 

of Split Ring Resonators and an array 

of radial conductor stubs, a passband 

where in principle a stopband should 

appear can be obtained. This is given 

by the adequate excita�on of the 

combina�on of SRR eleme ts with the 

radial stubs, avoiding magnetoelectric 

coupling. The proposed approach can 

be employed in order to implement 

frequency selec� e devices in coaxial 

technology, which can be in principle 

scaled in frequency in order to cover a 

broad range of poten�al appli aa�ons.

Figure 5: Full wave simula�on esults for S21 and S11 parameters in a Coaxial Transmission 

Line loaded with shunt radial stubs, connec�ng the ce tral conductor strip with the ground

plane. Due to the highly induc� e nature of the radial stubs, this composite structure

exhibits high  rejec�on t the previous quasistaa�cesonance frequency of 2.9GHz given 

by the SRR elements.
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(a) (b)

Figure 6: Surface current density plots for the Coaxial Transmission Line loaded with 

radial stubs connec�ng fom the central conductor to the ground plane. (a) Top view 

of the surface current plot, (b) volumetric view of the surface current, exhibi�ng 

strong reflec�on t the frequency of 2.9GHz.

Figure 7: Full wave simula�on esults for the combined SRR + radial stub loaded Coaxial 

Transmission Line. In this case a passband can be observed where ini�ally a topband was

given by each individual loading structure.
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(a) (b)

Figure 8: Power flow plots for the composite loaded Coaxial Transmission Line. The lee� 

image corresponds to a frequency of 2.9GHz,whereas the right image is for a frequency 

of 1GHz. As it can be seen there is high power transmission in the first case, whereas 

strong rejec�on an be observed in the second case.

(a) (b)

(c) (d)

Figure 9: Surface current plots for the composite SRR + radial stub loaded Coaxial 
Transmission Line. (a) Observa�on fequency of 2.9GHz,in which quasistaa�cesonances
can be observed within the composite structure, (b) strong rejec�on pesent in the 
observa�on fequency of 1GHz, (c) observaa�on equency of 4GHz, and (d) volumetric 
representa�on of SRR xcitaa�ont the quasistata�esonance frequency of 2.9GHz.
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1. Introduc�on 

Big data is a popular term used to 

describe the exponen�al gowth and 

availability of data, both structured 

and unstructured. Big data may be 

important to business – and society – 

as the Internet has become. Big Data is 

so large that it's difficult to process 

using tradi�onal database and 

so� are techniques. More data may 

lead to more accurate analyses. More 

accurate analyses may lead to more 

confident decision making. And beeer 

decisions can mean greater 
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opera�onal efficiencies, cost 

reduc�ons and educed risk. 

Analyzing big data is one of the 

challenges for researchers system and 

academicians that needs special 

analyzing techniques. Big data 

analy�cs is the pocess of examining 

big data to uncover hidden paterns, 

unknown correla�ons and other 

useful informa�on th t can be used to 

make beter decisions. 

Big data analy�cs efers to the process 

of collec�n , organizing and analyzing 

large sets of data ("big data") to 

discover paterns and other useful 

informa�on. Not only will big d ta 

analy�cs help ou to understand the 

informa�on contained within the 

data, but it will also help iden�y the 

data that is most important to the 

business and future business 

decisions. Big data analysts basically 

want the knowledge that comes from 

analyzing the data. 

1.1 Web Intelligence 

The study of Web intelligence was first 

introduced in several papers and 

books. Broadly speaking, Web 

intelligence is a new direc�on or 

scien�fic esearch and development 

that explores the fundamental roles as 

well as prac� cal impacts of ar�ficial 

intelligence, 1 such as knowledge 

representa�on, plannin , knowledge 

discovery and data mining, intelligent 

agents, and social network 

intelligence, as well as advanced 

informa�on echnology (IT), such as 

wireless networks; ubiquitous 

devices; social networks; and 

data/knowledge grids; and the next 

genera�on of Web-empowered 

products, systems, services, and 

ac�vi�es. The Web intelligence 

technologies revolu�onie the way in 

which informa�on is athered, stored, 

processed, presented, shared, and 

used through electoroniza�on, 

virtualiza�on, globaliza�on, 

standardiza�on, pesonalizaa�on, and 

portals. The new WI technologies will 

be determined precisely by human 

needs in a post-industrial era; namely 

(2):

Ÿ informa�on empo erment,

Ÿ knowledge sharing,

Ÿ virtual social communi�es,

Ÿ service enrichment, and
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Ÿ Prac� al wisdom development. [1]

The World Wide Wisdom Web (the 

Wisdom Web or W4) will become a 

tangible goal for WI research (1, 5, 6). 

The new genera�on of the www will 

enable humans to gain wisdom of 

living, working, and playing in addi�on 

to informa�on seach and knowledge 

queries.

1.2 What Is Big Data?

There are many defini�ons ered for 

“big data,”one is that it means data 

that's so large, too fast, or too hard for 

exis�ng ools to process. Here, “to 

large” means that organiza�ons 

increasingly must deal with large scale 

collec�ons of d ta that come from 

unstructured data system, transac�on 

histories, sensors, and elsewhere.“Too 

fast” means that not only is data big, 

but it must be processed quickly — for 

example, to perform fraud detec�on 

at a point of sale or determine which 

ad to show to a user on a webpage. 

“Too hard” is a catchall for data that 

doesn't fit neatly into an exis�ng 

processing tool or that needs some 

kind of analysis that exis�ng ools 

can't readily provide. A similar 

breakdown is being promulgated by 

Gartner (which is probably a sign that 

I'm oversimplifying things),ci�ng the 

“three Vs” — volume, velocity, and 

variety (a catchall similar to “too 

hard”). A common example of big data 

usage and u�liaa�on is the eather 

forecas�ng of Indian m teorological 

department, which u�lies the data of 

past 150 years to predict the trends of 

monsoon season in India.

1.3 Big Data Analy�cs 

Big data is the next genera�on of d ta 

warehousing and business analy�cs. It 

has many deep roots and many 

branches. Big Data is defined as a large 

amount of data which require new 

technologies and architecture to make 

possible to extract value from it. Big 

data analy�cs [2] efers to the process 

of collec�n , organizing and analyzing 

large sets of data "big data" to discover 

paterns and other useful informaa�on. 

Not only will big data analy�cs help 

you to understand the informa�on 

contained within the data, but it will 

also help iden�y the data that is most 

important to the business and future 

business decisions. Big data analysts 
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to use them efffectely and efficiently. 

In technology, the amount of available 

informa�on inceases daily. In the 

next few years, we will be rou�nely 

trying to use petabytes of data stored 

in mul�ple ormats across different 

platorms. The volume and diversity of 

data make it extremely challenging to 

store, retrieve, analyze and utlize this 

informa�on. Businesses, overnment 

agencies, and society needs experts 

with the skills and knowledge to 

design, develop and deploy complex 

informa�on ystems and applicaa�ons 

that deal with mul�-erabyte data 

sets. The iSchool has created a 

specializa�on in the MSIS pogram 

that emphasizes big data analy�cs and 

provides students with the essen�al 

in-depth knowledge of techniques 

and technologies relevant for big data 

management. Coursework will cover 

the design and maintenance of 

infrastructure to efficiently store, 

easily access, and transfer over wide 

area networks, extremely large 

amounts of data. 

basically want the knowledge that 

comes from analyzing the data.

“Big Data” refers to sets of data that 

are so large and complex, it is difficult 

Figure 1: Big Data, Roots Branches
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The Big Data challenge involves three 

major dimensions: data size, data rate 

and data diversity: the iSchool's Big 

Data Analy�cs specializa�on will 

prepare students to address real-life 

problems along each of those 

dimensions.  For instance, it is not 

uncommon for digital archives to store 

terabytes and even petabytes of data 

in hundreds of data repositories 

suppor�ng thousands of appli aa�ons. 

Maintaining such data repositories 

requires knowledge in ultra-large 

scale distributed systems, 

virtualiza�on technologies, cloud 

compu�n , unstructured and semi-

structured data management, 

op�miaa�on thods based on data 

replica�on and d ta migraa�on, as ell 

as in advanced data protec�on 

techniques. The exponen�al gowth 

of the amount of data calls for 

competence in advanced dynamic 

data processing techniques, including 

scalable data processing methods and 

technologies; data stream 

management; and large-scale process 

monitoring, modeling and mining. In 

order to comprehensively analyze 

such volumes of informa�on fom 

disparate and various disciplines, 

informa�on pofessionals will need to 

master advanced data integra�on 

techniques and business intelligence 

tools, crowd sourcing technologies, 

large-scale informa�on fusion, d ta-

intensive computa�on and sema n�c 

data management.

In a Compute rworld ar�cle published 

in November of 2012, the IT 

employment firm Gartner ess� ted 

that 4.4 million IT jobs will be created 

in the area of big data between now 

and 2015. However, Gartner's head of 

research, Peter Sondergaard, notes a 

serious shortage of IT professionals 

with big-data skills: “There is not 

enough talent in the industry” and 

that only one-third of the new jobs will 

be filled. The new Big Data Analyy�cs 

specializa�on will pepare graduates 

to provide the much-needed exper�se 

to advance this burgeoning field. 

Why will there be such a significant 

need for Big Data Analysts and 

specialists? Because every industry 

sector and service en�ty has o deal 

with Big Data or can benefit from 

corralling the power of so much 

informa�on. Obviously, those who 
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work in data-rich disciplines such as 

astronomy or fields including online 

retail would depend on the tools and 

technologies in Big Data management. 

However, digital data is everywhere 

and employers from a wide range of 

sectors (healthcare, finance, place-

based retail, manufacturing, and 

transporta�on, o name just a few) will 

be looking to build workforce capacity 

to enhance their produc�vity and 

compe�t e posi�on in global 

markets. [4]

1.4 Data is Everywhere These Days

Libraries, Businesses, industries, 

governments, universi�es, scie n�s, 

consumers, and nonprofits are 

genera�ng data at unprecedented 

levels and at an incredible pace.  We 

are not just talking about gigabytes of 

data. IBM reports that every day we 

create "2.5 quin�llion ytes of data" 

(www01.ibm.com/so� are/data/big

data). In May 2012, Cisco forecast that 

"annual global IP traffic is forecast to 

be 1.3 zetabytes--(a zeeabyte is equal 

to a sex�llion bytes, or a trillion 

gigabytes)." Cisco also predicts that, 

between 2015 and 2016, global IP 

traffic will grow to more than 330 

exabytes(h�p://i vestor.cisco.com/re

leasedetail .cfm? releaseid=678049). 

That's almost more data than the two 

previous years combined. To put it 

another way, think about McKinsey 

Global Ins�tue's statement, in its "Big 

Data: The Next Fron�er for 

Innova�on, Compe��on, and 

Produc�vity" eport: "One exabyte of 

data is the equivalent of more than 

4,000 �mes the i formaa�ontored in 

t h e  U S  L i b r a r y  o f  

Congress"(www.mckinsey.com/Insigh

ts/MGI/Research/Technology_and_In

nova�on/Big_d ta_The_next_fronn�e

r_for_innova�on). Now th t's a lot of 

data.  Big Data is a big deal, and it is a 

big opportunity for librarians and 

informa�on pofessionals to play a 

role in the Big Data universe. Why? 

Librarians have the skills, the 

knowledge, and the service mentality 

to help our businesses, governments, 

universi�es, and nonpofits capitalize 

on all that Big Data has to offer. 

2.Data Explosion 

Why now for this data explosion? One 

important reason is the widespread 
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accessibility, affordability, and 

availability of new digital devices that 

make access to the internet easy and 

rela� ely inexpensive. Billions of 

people and the billions of mobile 

phones, smartphones, tablets, 

computers, laptops, and other digital 

devices are able to access the internet 

and "contribute to the amount of big 

data available," as The Economist 

expressed in a 2010 special report, 

"Data, Data Everywhere" 

(www.economist.com/node/155574

43). 

The list of digital sources keeps 

growing. According to The Economist, 

the "trail of clicks that internet users 

leave behind from which value can be 

extracted-is becoming a mainstay of 

the internet economy." Consumers 

generate vast amounts of data every 

day through email, searching, 

browsing, blogging, twee�n , buying, 

sharing, and tex�ng. 

This "digital exhaust," data created as 

a byproduct of other ac�vi�es, is 

contribu�ng o the dramaa�c inease 

in digital data. Combine that data with 

the data from the growing number of 

embedded networked sensors in cars, 

highways, and transporta�on 

networks; green buildings and the 

smart grid; the retail and 

manufacturing of RFID tags that track 

inventory; and healthcare services; 

and you can see why data is exploding 

like never before. It's not just 

increased amounts and types of data; 

it's also improved tools to store, 

aggregate, combine, analyze, and 

extract new insights. Put Big Data 

together with big analy�cs, and it 

becomes possible to spot business 

trends, uncover ways to prevent 

diseases, combat crime, add 

economic value, gain new insights in 

scien�fic research, and make 

government more transparent. 

3. The Era of Big Data 

McKinsey refers to Big Data as 

"datasets whose size is beyond the 

ability of typical database so� are 

tools to capture, store, manage, and 

analyze." Edd Dumbill from O'Reilly 

Media, Inc. defines it as "data that 

exceeds the processing capacity of 

conven�onal d tabase systems. The 

data is too big, moves too fast, or 

doesn't fit the strictures of your 
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analyze the data that the user 

produced with the program, and a 

librarian would archive the report that 

the sta�s�cian eated by analyzing 

the data. Those days are gone. The 

reason we now see lots of job 

database architectures" 

(h�p://adar.oreilly.com/2012/01/wh

at-is-big-data.html).  Public and 

private sectors are feeling the 

pressure to take advantage of all that 

Big Data has to offer--with the 

expecta�on that it will spur new 

innova�ons and new product 

opportuni�es, achi ve cost savings 

and efficiencies, and use prpredice 

analy�cs. [5]

4. Today's Data Problems 

Thanks to this accelera�ng trend, 

hospitals, schools, manufacturers, 

colleges, retailers, government 

agencies, and libraries have begun to 

collect and store truly enormous 

amounts of data. The goal in many 

cases is to make use of these data to 

provide valuable new services or to 

improve efficiency. The problem with 

reaching these goals is that as the 

amount of storage and processing has 

grown, the complexity of the data and 

the challenges of working with it have 

also accelerated.

In the good old days a programmer 

would write a program, a user would 

use the program, a sta�s�cian ould 

Figure 2: Big Data Problem
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adver�seme ts for “data scienn�” is 

that there is a pressing need for 

interdisciplinary bridge builders who 

understand all of the above: the 

Internet, databases, analy�cs, 

visualiza�on, and d ta curaa�on. These 

professionals have their special�es – 

some are good at working with 

numbers, others are database 

experts, s�ll othes have eexper�se in 

unstructured data (e.g., text) – but 

they also need generalist skills that let 

them blend the wide range of 

methods needed to manage today's 

data problems. [3]

5.Where Does the New Librarian Fit 

In?

Librarians have always been great at 

informa�on management and 

organiza�on. This is a ore skill in data 

science; it manifests most strongly in 

the data cura�on omponent of the 

big data problem. Many librarians are 

also outstanding communicators and 

have been trained in the art and 

science of transforming user 

informa�on needs i to strategies and 

resources for inves� aa�on and 

learning. So librarians clearly have 

roles at the start and the finish of the 

big data problem. But what about the 

middle of the equa�on, whee data 

transforma�on, analysis, and 

visualiza�on ae the heart of the data 

science endeavor? This brings us back 

to our original ques�on of how libary 

science and data science are 

connected.

The essen�al ask of the data science 

professional is to transform raw, 

messy data into ac�onable knowled e 

that can be used by decision makers. 

To paraphrase my astute colleague R. 

David Lankes, 'the mission of 

librarianship is to facilitate knowledge 

crea�on in communi�es.' It is e y to 

see the overlap here. A librarian does 

not need to become a programmer, 

but every librarian interested in 

knowledge crea�on should h ve some 

essen�al amiliarity with how various 

so� are tools can transform data. A 

librarian need not be a database 

engineer, but every librarian must 

understand the underpinnings of 

informa�on etrieval tools. A librarian 

does not need to be a sta�s�cian, but 

every librarian should have a clear 

understanding of how descrip� e 
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summaries and basic tests of numeric 

data can be used and misused. Finally, 

a librarian does not need to be a 

graphic designer, but every librarian 

needs to recognize the features of 

efffecte data displays. In short, to 

fulfill their missions, librarians can 

exercise a range of sophis� ated skills 

that squarely occupy the central 

ground between understanding 

informa�on user needs on one end 

and data cura�on on the othe.

When you consider some of the key 

values that drive librarianship, 

however, it becomes evident that 

librarians must take a leading role in 

working with big data lest this 

emerging specialty become the 

servant only of proprietary interests. 

Librarians stand for open access to 

informa�on, or privacy rights, for 

serving the informa�on needs of the 

community, for the importance of 

accurate informa�on in a democaa�c 

society, and for the necessity of 

preserving the legacy of historical 

informa�on or future generaa�ons. 

Public library users, students in school 

libraries, and faculty and students in 

university libraries all depend upon 

these bedrock values to support their 

missions of learning, explora�on, and 

ci�enship. We've known for quite a 

while that fulfilling these missions 

requires much more than choosing, 

shelving, and lending books. In the 

near future, the ability to fulfill the 

roles of ci�enship will require finding, 

joining, examining, analyzing, and 

understanding diverse sources of 

data. For a ci�en to become an 

efffecte advocate tomorrow, she 

might need to “mash-up” map data, 

census data, health data, and 

environmental data to develop a 

meaningful understanding of a 

challenge that the community faces. 

Who but a librarian will stand ready to 

give the assistance needed, to make 

the resources accessible, and to 

provide a venue for knowledge 

crea�on when the community 

advocate arrive seeking answers? [3]

6.Moore's “Law”

Many people are familiar with the idea 

of Moore's Law that the amount of 

computer processing power per chip 

doubles every 18 months. A similar 

idea, promoted by Mark Kryder, the 
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7. Hadoop 

Hadoop is open source so� are 

which made to handle big data. 

Hadoop was developed by Daug 

Cu�ng in 2005. Doug's son ve an 

yellow toy elephant he called it as 

Hadoop and Doug's like that name so 

Dougs name it Hadoop. It was 

developed by Apache So� are 

Founda�on. Its f st release was in 10 

December 2011 and latest version 

2.6.0 was release in 18 November 

former chief technology officer of 

Seagate (manufacturer of hard disk), 

suggests that the amount of data 

storage one can fit on a given area of a 

magne�c mediumalso doubles every 

18 months. What is li�le undestood 

about these “laws” is that doubling in 

a fixed amounnt of �me eates an 

accelerating trend that starts o ffslow 

but eventually reaches a �pping poi t 

of massive growth. Between 2005 and 

the present we leaped from 

reasonably affordable disk drives that 

could comfortably hold all of your 

family photos to online “cloud” 

storage sufficient t to digie a whole 

floor of library books that is available 

completely free to anyone with a 

computer and an Internet connec�on.

Today, for less than the price of a nice 

meal at a fancy restaurant one can buy 

a hard disk drive that has sufficient 

storage to hold the en�e printed 

collec�on of the Libary of Congress.

Figure. 3 :  Moore's Law
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2014. It is writen in Java language. It 

has Apache License 2.0. The apache 

Hadoop project develops open source 

so� are for reliable, scalable, 

distributed compu�ng. The apache 

Hadoop so� are library is a frame 

work that allows for the distributed 

processing of large data sets across 

clusters of computers using simple 

programming models. It is designed to 

scale up from single services to 

thousands of machines, each offering 

local computa�on and torage. Rather 

than rely on hardware to deliver high 

availability, the library itself is 

designed to detect and handle failures 

at the applica�on l yer, so delivering a 

highly- available service on top of a 

cluster of computers, each of which 

may be prone to failures. 

Hadoop includes following modules: 

1. Hadoop Common – The common 

u�li�es that support the other 

hadoop modules. 

2. Hadoop Distributed File System 

(HDFS) - A distributed file system 

that provides high throughput 

access to applica�on d ta. 

3. Hadoop Yarn – A framework for job 

scheduling and cluster resource 

management. 

4. Hadoop Map Reduce: A yarn based 

system for parallel processing of 

large data sets. (hadoop)(3).

7.1 Need of Hadoop in Library- IBM 

claims 90% of today's stored data was 

generated in just the last two years. 

(hlideshare website)(1) If we think 

about library the situa�on will be 

same. In present era every library is on 

face book, twiter and on mobile also. 

In next few years maximum library 

resources will be published in 

electronic form. When the 

unstrcuchers data and structured data 

will be large then it is very difficult to 

find par�cular informa�on in the 

seconds. So to handle this situa�on e 

required a big data manager in library 

which can retrieve informa�on in 

seconds and can manage all 

unstrctuchered and structured data of 

the library. I think Hadoop is the best 

solu�on o overcome this problem. 

7.2. Source of Big Data in Library 

In library there are four sources of Big 

Data User Library data Sensors 

System. 
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7.3 Components of Hadoop

 Hadoop have two major components 

– Distributed file system: It splits up 

large files in�o mul�pleomputers. 

Execu�on Engine (Map reduce 

framework): It is a framework used to 

process large data stored on the file 

system

7.4 Featurs of Hadoop 

1. Large Data Sets –Map-reduce 

paired with HDFS is a successful 

solu�on or storing large volumes of 

unstructured data. 

2. Scalable Algorithms –Any algorithm 

that can scale too many cores with 

minimal inter-process communica�on 

will be able to exploit the distributed 

processing capability of Hadoop. 

3. Log Management –Hadoop is 

commonly used for storage and 

analysis of large sets of logs from 

diverse loca�ons. Because of the 

distributed nature and scalability of 

Hadoop, it creates a solid platorm for 

managing, manipula�n , and 

analyzing diverse logs from a variety of 

sources within an organiza�on. 

4. Extract-Transform-Load (ETL) 

Platorm –Many companies today 

have a variety of data warehouse and 

diverse rela�onal database 

management system (RDBMS) 

platorms in their IT environments. 

Keeping data up to date and 

synchronized between these separate 

platorms can be a struggle. Hadoop 

enables a single central loca�on. 

7.5 Hadoop is Work On 

 Hardware Failure one consequence of 

scale is that hardware failure is the 

norm rather than the excep�on. An 

HDFS instance may consist of 

hundreds or thousands of server 

machines, each storing part of the file 

system's data. The fact that there are a 

huge number of components and that 

each component has a non-trivial 

probability of failure means that some 

component of HDFS is almost always 

behaving badly. Even with RAID 

devices, failures will occur frequently. 

Therefore, detec�on of faults and 

quick, automa�c ecovery from them 

is a core architectural goal of HDFS. 

Streaming Data Access Applica�ons 

that run on HDFS need streaming 

access to their data sets. They are not 

standard applica�ons th t typically 
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run on general purpose file systems. 

HDFS is designed more for batch 

processing rather than interac� e use 

by users. The emphasis is on high 

throughput of data access rather than 

low latency of data access. POSIX 

imposes many hard requirements that 

are not needed for applica�ons th t 

are targeted for HDFS. POSIX 

seman�cs in a ew key areas have 

been relaxed to gain an increase in 

data throughput rates. Large Data Sets 

Applica�ons th t run on HDFS have 

large data sets. A typical file in HDFS is 

gigabytes to terabytes in size. Thus, 

HDFS is tuned to support large files. It 

should provide high aggregate data 

bandwidth and scale to hundreds of 

nodes in a single cluster. It should 

support tens of millions of files in a 

single instance. Simple Coherency 

Model HDFS applica�ons need a 

write-once-read-many access model 

for files. A file once creatated, wren, 

and closed need not be changed 

except for appends. This assump�on 

simplifies data coherency issues and 

enables high throughput data access. 

A Map Reduce applica�on or a eb 

crawler applica�on fits pe ectly with 

this model.

Conclusion

Big Data is a big deal, and it is a big 

opportunity for librarians and 

informa�on pofessionals to play a 

role in the Big Data universe. 

Librarians have the skills, the 

knowledge, and the service mentality 

to help our businesses, governments, 

universi�es, and nonpofits capitalize 

on all that Big Data has to offer. Big 

Data analysis tools like Map Reduce 

over Hadoop and HDFS, promises to 

help organiza�ons b eer understand 

their customers and the marketplace, 

hopefully leading to beter business 

decisions and compe�t e 

advantages. For engineers building 

informa�on processing tools and 

applica�ons, lage and heterogeneous 

datasets which are genera�ng 

con�nuous flow of ta, lead to more 

efffecte algorithms for a wide range 

of tasks, from machine transla�on o 

spam detec�on. The big d ta model 

has the flexibility to be expanded to 

incorporate more sophis� ated 

addi�onal actors if needed.
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